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Cumulative distribution function

We have already defined tlikemulative distribution functioabbreviated to c.d.f.) of
a random variable. The c.d.f. of the random variablis defined by

Fx(X) = P(X <Xx) for xin R
As usual, we writd= (x) rather tharFx (x) if it is clear which random variable is meant.

Example | have 3 copper coins and 7 silver coins in my pocket. | randomly take out
4 coins. LetX be the number of silver coins in my sample. The p.m.fXa$
x| 1]2]3]4
PX=x) | 5| 50| % |
So the cumulative distribution function is
(0 ifx<1
3 if1<x<2
F(x)={ 2 if2<x<3
L if3<x<4
L1 if4<x
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This graph ofF is typical of the graph of a c.d.f. of a discrete random variable. At
each valu thatX takes, the graph df ‘jumps’; in other wordsF is discontinuous.
Between neighbouring values ¥f the graph is flat.

Here are some properties of the c.d.f.
(@ 0<F(x)<1forallxinRR.
(b) Asx — oo, F(X

(d) If x<ythenF(x) < F(y) (this means that is anon-deccreasinfunction).

<y)=F(y)-FX.
() P(X>x) =1-P(X <x) =1-F(x).

) —
(c) Asx— —oo, F(X) —

(

(x<

(e) Ifx<ythenP

Continuous random variables

Example Archer: part 1 An archer shoots an arrow at a circular target with radius
60 cm. Suppose that the arrow always hits the targetXUe¢ the distance from the
centre of the target to the point where the arrow hits, measured in cm.

Given any regiorA of the target, it is reasonable to assume that the

area ofA

P(arrow lands inA) = area of target

In particular, ifAis the circle of radiux cm centered at the origin of the target then

2 2

. ™ X
F(x) = P(X < X) = P(arrow lands inA) = 5 =
Sothe c.d.f.is
0 ifx<O
Fx)={ & ifo<x<60
1 ife0<x

The graph ofF is continuous; it has no holes. Also, it has non-zero slope apart from
at the two ends.



c.d.f. for archer
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Roughly speaking, a random variablecisntinuousf there are no gaps between
its possible values. For example, the height of a randomly chosen student in the class
could in principle be any real number between certain extreme limits. A random
variable whose values range over an interval of real numbers, or even over all real
numbers, is continuous.

There are two crucial properties. One is that there are no gaps. The other is that,
for any real numbex, we haveP(X = x) = 0; that is, the probability that the height
of a random student, or the time | have to wait for a bugrexisely x is zero. So
we can't use the probability mass function for continuous random variables; it would
always be zero and give no information.

We use thecumulative distribution functioor c.d.f. instead. Here is the formal
definition. A random variabl is continuousf its cumulative distribution functiofr
is a continuous function and it has non-zero slope apart (possibly) from at the two ends
of the real line.

Now let X be a continuous random variable. Then, since the probabilityXhat
takes the precise valuas zero, there is no difference betwee{X < x) andP(X < X).
Thus, in addition to the previous properties of c.d.f., we also have

(@) P(X=x) =0forallxinR;

(b) ifa<bthenP(a<X <b)=P@a<X<b)=Pla<X<b)=Pa<X<h)=
F(b) —F(a);

(c) P(X <x)=F(x) =P(X <x) forall xin R;



(d) P(X >x) =1—F(x) =P(X >x) for all xin R.

SinceF is continuous and non-decreasing, a result from Calculus tells us that it
is differentiable ‘almost everywhere’, that is, everywhere apart possibly from a few
corners (there is just one corner in the archer’s c.d.f.). So we defingrdbability
density function yf to be this derivative. We often abbreviate ‘probability density
function’ to ‘p.d.f.. As usual, we write just(x) if the random variable is clear
from the context.

fx (X) :%Fx(x).

Now fx(x) is non-negative, since it is the derivative of an increasing function. If
we know fx (X), thenFy is obtained by integrating. Becausg(—) = 0, we have

X

Fx (%) :/ i (t) .

—00

Note the use of the “dummy variablein this integral. Note also that

b
P(a< X < b) = Fx(b) — Fx(a) = / i (t) .
a
Lettingatend to—c andb tend to+co gives
/ i (t)dt = P(—00 < X < ) = 1.

You can think of the p.d.f. like this: the probability that the valueXofies in a
very small interval fromx to x+ h is approximatelyfx (x) - h. This is because, ifi is

small,

S0
So, although the probability of getting exactly the valuis zero, the probability of
being close toxis proportional tofx (X).

There is a mechanical analogy which you may find helpful. Remember that we

modelled a discrete random variatdeby placing at each valua of X a mass equal
to P(X = a). Then the total mass is one, and the expected valbeisfthe centre of
mass. For a continuous random variable, imagine instead a wire of variable thickness,
so that the density of the wire (mass per unit length) at the poimequal tofx (X).
Then again the total mass is one; the mass to the letti®fx (x); and again it will
hold that the centre of mass isE&tX).




Example Archer: part 2 Differentation gives

0 ifx<O
fX)=F'(x)={ & if0<x<60
0 if60<x

Most definitions and facts about continuous random variables are obtained by re-
placing the p.m.f. by the p.d.f. and replacing sums by integrals. ThXssif contin-
uous random variable with p.d.f, andg is a real function then

E@O) = [ g0 T(xax

In particular, theexpected valuef X is given by

E(X) :/_O;xf(x)dx,

and thevarianceis (as before)

(o]

Var(X) = E((X— )2 = | (x=W>2f (x1c
wherep = E(X).

Note that Theorem 3 (equality of two different formulae for variance), Theorem 4
(properties of expectation), Theorem 5 (properties of variance) and Proposition 7
(symmetric random variables) are still true for continuous random variables. In par-
ticular

[oe]

Var(X):E(xz)—pzzf X2f (X)dx — 2.

—00

Example Archer: part 3

@ 60 2x2 23 1% 2x60
E(X)_/_wxf(x)dx_ A @dx_ [—SXGOZLO =3 = 40.
°° 60 253 ¢ 1% 1
2\ 2 _ = dx — __ — =
E(X )_/mx ()= [ e [4X602]x:0 - x 607 = 1800

Var(X) = E(X?) — (E(X))? = 1800— 407 = 1800— 1600= 200,



Notice how | began by writing the formal definition &fX), with limits of inte-
gration —eo andeo, but immediately changed the limits to 0 and 60 becal(sg is
zero outside the intervéDd, 60]. We use this idea very often. Tlsepportof a contin-
uous random variabl¥ is defined to be the smallest interval containing all values of
where fx(x) > 0. All integrals can be taken just over the support of the interval, but
you must still take care to define the c.d.f. and the p.d.f. on the whole real line.

Example Suppose that the random variabldnas p.d.f. given by

1o— .
fx(x):{ix 1/2 ifo<x<1,
0 otherwise.

The support oK is the interval0, 1]. We check the integral:
() 1 1 1 x=1
/_ ) fx (X)dx /0 2x dx [x ]x:o 1

The cumulative distribution function of is

X 0 if x< O,
Fx(x):/ fx(t)dt:{xl/2 if0 <x<1,
- 1 if x> 1.

(Study this carefully to see how it works.) We have

1 /1\? 4
Median, quartiles, percentiles

Another measure commonly used for continuous random variablesmsadian this

is the valuem such that “half of the distribution lies to the left af and half to the
right”. More formally, m should satisfyFx (m) = 1/2. It is not the same as the mean
or expected value.

In the example at the end of the last section, we sawEl#) = 1/3. The median
of X is the value ofm for which Fx(m) = 1/2. SinceFx(x) = xY2for0<x < 1, we
see tham!/?2 = 1/2, orm= 1/4, which is not the same.

If there is a valuam such that the graph of = fx(X) is symmetric aboux = m,
then both the expected value and the mediax afe equal tam.
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Thelower quartile land theupper quartile uare similarly defined by
Fx(1)=1/4,  Fx(u)=3/4

Thus, the probability thaX lies between anduis 3/4—1/4=1/2, so the quartiles
give an estimate of how spread-out the distribution is. More generally, we define the
nth percentileof X to be the value ok, such that

Fx (Xn) = n/100,

that is, the probability thaX is smaller tharx, is n%. In the same vein, thp decile
is the valug such that g

= 1—0_
So in the earlier example, the quartiles ayd@ and 916. The probability of the
event Y16 < X < 9/16 is equal to 12.

Example Archer: part 4 The medianm satisfies 12 = F(m) = n?/60? son? =
1800 andn= 30v/2 ~ 42.43. Similarly, the lower quartile is 30 and the upper quartile
is 30y/3 ~ 51.96.

The supportof a continuous random variabk is an interval, possibly a semi-
infinite interval or even the whole real line. We don’t care whether or not the endpoints
of the interval are included, since as we have seen, the probability of getting one
precise value is zero. In a sense, the suppoK sfretches from the Oth to the 100th
percentile!

F(t)

The median, quartiles and so on are also defined for discrete random variables, but
there is a problem: sometimes therenssolution to the equatiofr (x) = 1/2 (see
the first example in these notes) and sometimes thereoarmanysolutions. So in
general we have to define the median taabgvaluemwhich satisfies

P(Xgm)z% and P(sz)zé.
Similarly, the lower quartiles is any valuevhich satisfies

P(Xgl)z%r and P(X>1)>

MW

and the upper quartile is any valuavhich satisfies
3 1
P(Xgu)zz and P(XZU)ZZ'

If X is continuous theP(X > x) = 1 — P(X < x) for all x and so the median is in-
deed the unique solutiom of F(m) = 1/2, and similarly for the quartiles and other
percentiles.



Worked examples

Let X be a continuous random variable whose probability density fundtisngiven
by

0 ifx<4
f(x):{e if4 <x<10
0 ifx>10
for some constarf.
To find 8, we use the fact that the integral bbver the whole real line is 1. Thus

® 10 =10
1-— / f(x)dx= [ Bcx= [BxX"1° = 66,
— 00 4

so6=1/6.
To find the c.d.fF, we use the fact that

If x <4 thenf(t) =0foralltin (—c,x) SOF(x) =0. If 4 <x<10then

- [ [ 7

If x> 10 thenf(t) =0 for allt in (—,4) and allt in (10,X) so

F(x):/_);f(t)dtzlllo%dtzl.

In summary:
0 ifx<4
F(x)=4 %% if4<x<10
1 ifx>10

We useF to find some particular probabilities:



We usef to find the expectation and variance.

® 10 24 x=10 B
E(X) =/ Xf(x)dx:/ X dx = [X_} _100-16
- 4 X=4

6 12 12
o 5 B XX ~1000-64
E(X )_/oox f(x)dx_l1 6dx_ [18})(:4 =—5 =52

SO
Var(X) = E(X?) — (E(X))?=52—7? = 3.
In the second example we start with the c.d.f. Xebe a continuous random
variable whose cumulative distribution functiéns given by

(

0 if x<O
F(X) = 1_209( ifO<x<Tm
1 if T<X

\

We differentiate this to find the probability density function.

0 ifx<O
f(x) =F'(x) =4 3sinx if0<x<m
0 ifm<x

The easy way to find the expectation is to notice & symmetric aboutt/2 so
E(X) = 1/2. The traditional way is to usé and integrate. We need to integrate by
parts.

® m1 1 ooy
E(XX) = / xf(x)dx:/ —Xsinxdx = {——xcosx} —|—/ — cosx dx
—00 0 2 2 x=0 0 2

= T[+ [1sinx}xzn— n
2 |2 wo 2
To find the median, again the easy way is to use symmetry to deduce that the
median isrt/2. Otherwise we usg: the mediamm satisfies
1 1—cosm
2= Fm=""%"
so cosn= 0, somis equal tort/2 plus some multiple oft. But the formula we have
used forF (m) holds only if 0< m < 11, som= T11/2.
Similarly, the lower quartilé satisfies 0<| < mand /4=F(l) = (1—cod)/2
so cod = 1/2 andl = 1/3. Likewise, the upper quartile satisfies 0< u < rtand
3/4=F(u) = (1-cosu)/2 so cosi = —1/2 andu = 211/3.
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