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Theorem 2.6 Let A be the Bose-Mesner algebra of an association scheme onΩ
with s associate classes and adjacency matrices A0, A1, . . . , As. ThenRΩ has s+1
mutually orthogonal subspaces W0, W1, . . . , Ws, called strata, with orthogonal
projectors S0, S1, . . . , Ss such that

(i) RΩ = W0⊕W1⊕·· ·⊕Ws;

(ii) each of W0, W1, . . . , Ws is a sub-eigenspace of every matrix inA ;

(iii) for i = 0, 1, . . . , s, the adjacency matrix Ai is a linear combination of S0, S1,
. . . , Ss;

(iv) for e= 0, 1, . . . , s, the stratum projector Se is a linear combination of A0,
A1, . . . , As.

Proof The adjacency matricesA1, . . . , As commute and are symmetric, sos−1
applications of Lemma 2.4, starting with the eigenspaces ofA1, give spacesW0,
. . . ,Wr as the non-zero intersections of the eigenspaces ofA1, . . . , As, wherer is
as yet unknown. These spacesWe are mutually orthogonal and satisfy (i). Since
A0 = I and every matrix inA is a linear combination ofA0, A1, . . . ,As, the spaces
We clearly satisfy (ii). EachSe is a polynomial inA1, . . . ,As, hence inA , so (iv) is
satisfied. LetC(i,e) be the eigenvalue ofAi on We. Then Equation (2.2) shows
that

Ai =
r

∑
e=0

C(i,e)Se

and so (iii) is satisfied.
Finally, (iii) shows thatS0, . . . ,Sr spanA . Suppose that there are real scalars

λ0, . . . ,λr such that∑eλeSe = O. Then for f = 0, . . . ,r we haveO= (∑eλeSe)Sf =
λ f Sf soλ f = 0. HenceS0, . . . , Sr are linearly independent, so they form a basis
for A . Thusr +1 = dimA = s+1 andr = s.

We now have two bases forA : the adjacency matrices and the stratum projec-
tors. The former are useful for addition, becauseA j(α,β) = 0 if (α,β) ∈ Ci and
i 6= j. The stratum projectors make multiplication easy, becauseSeSe = Se and
SeSf = O if e 6= f .

Before calculating any eigenvalues, we note that ifA is the adjacency matrix
of any subsetC of Ω×Ω thenAχα = ∑

{
χβ : (β,α) ∈ C

}
. In particular,Aiχα =

χCi(α) and Jχα = χΩ. Furthermore, ifM is any matrix inRΩ×Ω then MχΩ =
∑ω∈Ω Mχω. If M has constant row-sumr thenMχΩ = rχΩ.
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Example 2.2 Consider the group divisible association scheme GD(b,k) with b
groups of sizek and

A1(α,β) =
{

1 if α andβ are in the same group butα 6= β
0 otherwise

A2(α,β) =
{

1 if α andβ are in different groups
0 otherwise.

Consider the 1-dimensional spaceW0 spanned byχΩ. We have

A0χΩ = IΩχΩ = χΩ

A1χΩ = a1χΩ = (k−1)χΩ

A2χΩ = a2χΩ = (b−1)kχΩ.

ThusW0 is a sub-eigenspace of every adjacency matrix. This does not prove that
W0 is a stratum, because there might be other vectors which are also eigenvectors
of the all the adjacency matrices with the same eigenvalues asW0.

Let α andβ be in the same group∆. Then

A1χα = χ∆−χα A2χα = χΩ−χ∆

A1χβ = χ∆−χβ A2χβ = χΩ−χ∆

soA1(χα−χβ) = −(χα−χβ) andA2(χα−χβ) = 0. LetWwithin be theb(k−1)-
dimensional “within groups” subspace spanned by all vectors of the formχα−χβ
with α andβ in the same group. ThenWwithin is a sub-eigenspace ofA0, A1 and
A2 and the eigenvalues forA1 andA2 are different from those forW0.

Since eigenspaces are mutually orthogonal, it is natural to look at the orthogo-
nal complement ofW0+Wwithin. This is the(b−1)-dimensional “between groups”
subspaceWbetweenspanned by vectors of the formχ∆−χΓ where∆ andΓ are dif-
ferent groups. Now

A1χ∆ = A1 ∑
α∈∆

χα = kχ∆− ∑
α∈∆

χα = (k−1)χ∆

and
A2χ∆ = A2 ∑

α∈∆
χα = k(χΩ−χ∆)

soA1(χ∆−χΓ) = (k−1)(χ∆−χΓ) andA2(χ∆−χΓ) =−k(χ∆−χΓ). ThusWbetween

is a sub-eigenspace with different eigenvalues fromWwithin. Therefore the strata
areW0, Wwithin andWbetween.
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Lemma 2.7 If P ∈A and P is idempotent then P= ∑e∈F Se for some subsetF of
{0, . . . ,s}.

Proof Let P = ∑s
e=0λeSe. ThenP2 = ∑s

e=0λ2
eSe, which is equal toP if and only

if λe∈ {0,1} for e= 0, . . . ,s.

For this reason the stratum projectors are sometimes calledminimal idempo-
tentsor primitive idempotents.

Lemma 2.8 The space W spanned byχΩ is always a stratum. Its projector is
|Ω|−1JΩ.

Proof The orthogonal projector ontoW is |Ω|−1JΩ because

JΩχΩ = ∑
ω∈Ω

JΩχω = |Ω|χΩ

and
JΩ(χα−χβ) = 0.

This is an idempotent contained inA , so it is equal to∑e∈F Se, for some subsetF
of {0, . . . ,s}, by Lemma 2.7. Then

1 = dimW = tr
(
|Ω|−1JΩ

)
= ∑

e∈F
trSe = ∑

e∈F
dimWe

so we must have|F |= 1 andW is itself a stratum.

Notation The 1-dimensional stratum spanned byχΩ is always calledW0.
Although there are the same number of strata as associate classes, there is

usually no natural bijection between them. When I want to emphasize this, I shall
use a setK to index the associate classes and a setE to index the strata. However,
there are some association schemes for whichE andK are naturally the same but
for whichW0 does not correspond toA0. So the reader should interpret these two
subscripts ‘0’ as different sorts of zero.

I shall always writede for dimWe.

2.3 The character table

For i in K ande in E letC(i,e) be the eigenvalue ofAi onWe and letD(e, i) be the
coefficient ofAi in the expansion ofSe as a linear combination of the adjacency
matrices. That is:

Ai = ∑
e∈E

C(i,e)Se (2.3)
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and
Se = ∑

i∈K
D(e, i)Ai . (2.4)

Lemma 2.9 The matrices C inRK×E and D inRE×K are mutual inverses.

We note some special values ofC(i,e) andD(e, i):

C(0,e) = 1 becauseA0 = I = ∑
e∈E

Se;

C(i,0) = ai becauseAiχΩ = aiχΩ;

D(0, i) =
1
|Ω|

becauseS0 =
1
|Ω|

J =
1
|Ω| ∑i∈K

Ai ;

D(e,0) =
de

|Ω|
becausede = tr(Se) = ∑

i∈K
D(e, i) tr(Ai)

= |Ω|D(e,0).

Lemma 2.10 The mapϕe:A → A defined by

ϕe:Ai 7→C(i,e)Se

and extended linearly is an algebra homomorphism.

Corollary 2.11 The mapsϑ0, . . . ,ϑs:A → R defined by

ϑe: ∑
i∈K

λiAi 7→ ∑
i∈K

λiC(i,e)

are algebra homomorphisms.

Definition The mapsϑ0, . . . , ϑs arecharactersof the association scheme. The
matrixC, whose columns are the characters, is thecharacter tableof the associa-
tion scheme.

Example 2.2 revisited The character table is

0 within between
0
1
2

 1 1 1
k−1 −1 k−1

(b−1)k 0 −k


The entries in the 0-th row are are equal to 1; those in the 0-th column are the
valencies.
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Theorem 2.12 (Orthogonality relations for the associate classes)

∑
e∈E

C(i,e)C( j,e)de =

{
ai |Ω| if i = j

0 otherwise.

Proof We calculate the trace ofAiA j in two different ways. First

AiA j =
(

∑
e

C(i,e)Se

)(
∑
f

C( j, f )Sf

)
= ∑

e
C(i,e)C( j,e)Se

so

tr(AiA j) = ∑
e

C(i,e)C( j,e) tr(Se)

= ∑
e

C(i,e)C( j,e)de.

But AiA j = ∑k pk
i j Ak so tr(AiA j) = p0

i j |Ω|; andp0
i j = 0 if i 6= j, while p0

ii = ai .

Corollary 2.13 If |Ω|= n then

D =
1
n

diag(d)C′diag(a)−1.

Proof The equation in Theorem 2.12 can be written as

Cdiag(d)C′ = ndiag(a)

so
Cdiag(d)C′diag(a)−1 = nI.

But D = C−1 soD = n−1diag(d)C′diag(a)−1.

ThusC is inverted by transposing it, multiplying the rows by the dimensions,
dividing the columns by the valencies, and finally dividing all the entries by the
size ofΩ.

Example 2.2 revisited Heren = bk,

diag(a) =

 1 0 0
0 k−1 0
0 0 (b−1)k


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and

diag(d) =

 1 0 0
0 b(k−1) 0
0 0 b−1


so

D =
1
bk

 1 0 0
0 b(k−1) 0
0 0 b−1

 1 k−1 (b−1)k
1 −1 0
1 k−1 −k

 1 0 0
0 1

k−1 0
0 0 1

(b−1)k


=

1
bk

 1 1 1
b(k−1) −b 0

b−1 b−1 −1

 .
Note that the entries in the top row are all equal to 1/bk, while those in the first
column are the dimensions divided bybk.

FromD we can read off the stratum projectors as

S0 =
1
bk

(A0 +A1 +A2) =
1
bk

J,

Swithin =
1
bk

(b(k−1)A0−bA1) = I − 1
k

(A0 +A1) = I − 1
k

G,

whereG = A0 +A1, which is the adjacency matrix for the relation “is in the same
group as”, and

Sbetween =
1
bk

((b−1)(A0 +A1)−A2)

=
1
bk

((b−1)G− (J−G)) =
1
k

G− 1
bk

J.

Corollary 2.14 (Orthogonality relations for the characters)

∑
i∈K

C(i,e)C(i, f )
ai

=


|Ω|
de

if e = f

0 otherwise.

Proof Let n = |Ω|. Now DC = I so

1
n

diag(d)C′diag(a)−1C = I

so
C′diag(a)−1C = ndiag(d)−1,

as required.
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Corollary 2.15 (Orthogonality relations for D)

(i) ∑
i∈K

D(e, i)D( f , i)ai =


de

n
if e = f

0 otherwise;

(ii) ∑
e∈E

D(e, i)D(e, j)
de

=


1

nai
if i = j

0 otherwise.

The entries in the matricesC andD are calledparameters of the second kind.


