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Proof of the Exchange Lemma

Recall the statement of the Exchange Lemma:

Let V be a vector space over K. Suppose that the vectors vi,...,v, are
linearly independent, and that the vectors wi,...,wy, are linearly inde-
pendent, where m > n. Then we can find a number i with 1 <i < m such
that the vectors vy,...,v,,w; are linearly independent.

In the proof, we need the following result about solutions of systems of linear
equations from Linear Algebra I; I will outline its proof.

Given a system (x)

anxy+apxy+--+aymx, = 0,
axnxy +axnxy+---+ayx, = 0,
am X1 +amxy + -+ appXy = 0

of homogeneous linear equations, where the number n of equations is
strictly less than the number m of variables', there exists a non-zero solu-
tion (x1,...,Xp) (that is, xy,...,xy are not all zero).

This can be proved by induction on the number of variables. If the coefficients
ari,asi,...,ay are all zero, then putting x; = 1 and the other variables zero gives a
solution. If one of these coefficients is non-zero, then we can use the corresponding
equation to express x1 in terms of the other variables, obtaining n — 1 equations in
m — 1 variables. By the induction hypothesis, these new equations have a non-zero
solution; computing the value of x; gives a solution to the original equations.

'Such a system, where the number of equations is strictly less than the number of variables, is said
to be under-determined.



Now we turn to the proof of the Exchange Lemma. Let us argue for a contradiction,
by assuming that the result is false: that is, assume that none of the vectors w; can be
added to the list (vy,...,v,) to produce a larger linearly independent list. This means
that, for all j, the list (vq,...,v,,w;) is linearly dependent. So there are coefficients
ci,...,Cn,d, not all zero, such that

civi+--+cpvpt+dw; =0.

We cannot have d = 0; for this would mean that we had a linear combination of
v1i,...,V, equal to zero, contrary to the hypothesis that these vectors are linearly inde-
pendent. So we can divide the equation through by d, and take w; to the other side, to
obtain (changing notation slightly)

n
Wi = a1V +avy -+ piva = Y @jivj.
j=1

We do this for each value of i = 1,...,m.
Now take a non-zero solution to the set of equations () above: that is,

m
Zaﬁxi =0
i=1

forj=1,...,n.
Multiplying the formula for w; by x; and adding, we obtain

n m
X1+ X Wy = Z (Zaﬁxl) v;i=0.
i=1

j=1
But the coefficients are not all zero, so this means that the vectors (wy,...,wy,) are not
linearly dependent, contrary to hypothesis.
So the assumption that no w; can be added to (vy,...,v,) to get a linearly indepen-

dent set must be wrong, and the proof is complete.



