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Abstract. Given two trace class operators A and B on a separable Hilbert

space we provide an upper bound for the Hausdorff distance of their spectra

involving only the distance of A and B in operator norm and the singular
values of A and B. By specifying particular asymptotics of the singular values

our bound reproduces or improves existing bounds for the spectral distance.

The proof is based on lower and upper bounds for determinants of trace class
operators of independent interest.

1. Introduction

Given an arbitrary compact operator A on a separable Hilbert space an inter-
esting question of practical importance is to determine its spectrum σ(A). One
way of tackling it numerically is to reduce the infinite-dimensional problem to a
finite-dimensional one by manufacturing a sequence of finite rank operators (Ak)∞k=1

converging to A in operator norm and using the fact that the eigenvalues of Ak,
converge to the eigenvalues of A. In practice, one has to stop after a finite number
of steps. If there is interest in error estimates, the problem arises how to explicitly
bound the distance of the spectrum of a finite rank approximant Ak to the spectrum
of A in a suitable sense. A popular choice is the Hausdorff metric, the definition of
which we briefly recall.

For z ∈ C and a compact subset σ ⊂ C let

d(z, σ) = inf
λ∈σ
|z − λ|

denote the distance of z to σ. Given two compact subsets σ1, σ2 ⊂ C their Hausdorff
distance is given by

Hdist(σ1, σ2) = max{d̂(σ1, σ2), d̂(σ2, σ1)}

where

d̂(σ1, σ2) = sup
λ∈σ1

d(λ, σ2) .

It is not difficult to see that the Hausdorff distance is a metric on the set of compact
subsets of C.

The finite-dimensional prototype of an explicitly computable bound for the Haus-
dorff distance of the spectra of two n × n matrices A and B, also known as the
spectral distance of A and B in this context, is due to Elsner [7], sharpening various
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earlier bounds (see [5, Chapter VIII] for a discussion) beginning with Ostrowski
[16], and reads as follows

Hdist(σ(A), σ(B)) ≤ (‖A‖+ ‖B‖)1− 1
n ‖A−B‖

1
n , (1)

where ‖·‖ denotes the operator norm corresponding to the Euclidean norm on Cn.
Note that if the operator norm is taken with respect to any other (non-Euclidean)
norm on Cn, then (1) does not hold (see [14]).

Unfortunately, a straightforward extension of this formula to the infinite-dimensi-
onal setting by simply passing to the limit fails, due to the presence of the exponent
1/n. However, versions of (1) hold for A and B algebraic elements of a Banach
algebra of degree less than n (see [6]).

Infinite-dimensional versions of (1) have so far been obtained essentially by one
method going back to Henrici [12] which relies on writing a given compact operator
as a perturbation of a quasi-nilpotent operator by a normal operator with the
same spectrum as the original operator. Using this approach upper bounds for the
spectral distance of Schatten class operators have been obtained by Gil’ in a series
of papers (see [8] and references therein for an overview) and one of the authors
(see [1, 2]). Similar bounds, less sharp, but valid more generally for operators in
symmetrically normed ideals are due to Pokrzywa [17], using the same method. For
recent extensions of the results in [8] to unbounded operators with inverses in the
Schatten classes see [9, 10].

This article grew out of an attempt to bypass the Henrici argument and in-
stead make Elsner’s delightful determinant based proof of (1) work in the infinite-
dimensional setting. By considering determinants and keeping track of the singular
values of the operators involved we arrive at a version of Elsner’s formula (1) which
holds for trace class operators and which yields new bounds even in finite dimen-
sions.

It is organised as follows. In Section 2 we provide some background on trace
class operators A and the corresponding determinants det(I −A). In the following
section (Section 3) we first derive a lower bound for det(I − z−1A), where A is
trace class, expressible solely in terms of the distance of z to the spectrum of A
and the singular values of A. This bound is of independent interest and does not
seem to have appeared in the literature yet. Next, for z an eigenvalue of a bounded
operator B, we derive an upper bound for det(I − z−1A) in terms of the distance
of z to the spectrum of A and ‖A−B‖. In Section 4 we combine the upper and
lower bounds to obtain our main result. We finish (Section 5) by comparing our
bound to Elsner’s and show that it reduces to or improves the bounds in [1, 2].

2. Trace class operators and their determinants

In this section we briefly recapitulate some facts about trace class operators and
their determinants, which will be crucial for what is to follow.

Let H be a separable Hilbert space with scalar product (·, ·). We write L(H)
for the Banach space of bounded linear operators on H equipped with the uniform
operator norm ‖·‖. For A ∈ L(H) the spectrum and the set of eigenvalues will be
denoted by σ(A) and σp(A), respectively, while the resolvent set will be denoted
by ρ(A).

If A ∈ L(H) is a compact operator, we use (λn(A))n∈N to denote its eigenvalue
sequence, counting algebraic multiplicities and ordered by decreasing modulus so
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that

|λ1(A)| ≥ |λ2(A)| ≥ · · ·

If A has only finitely many non-zero eigenvalues, we set λn(A) = 0 for n > N ,
where N denotes the number of non-zero eigenvalues of A. For n ∈ N, the n-th
singular value of A is given by

sn(A) =
√
λn(A∗A) (n ∈ N) ,

where A∗ denotes the Hilbert space adjoint of A.
Eigenvalues and singular values satisfy a number of inequalities known as Weyl’s

inequalities. The most important of them is the multiplicative Weyl inequality (see,
for example, [11, Chapter VI, Theorem 2.1])

n∏
k=1

|λk(A)| ≤
n∏
k=1

sk(A) (∀n ∈ N) . (2)

The following additive version follows from the multiplicative one (see, for example,
[11, Chapter VI, Corollary 2.3])

n∑
k=1

|λk(A)| ≤
n∑
k=1

sk(A) (∀n ∈ N) (3)

and so does the following (see, for example, [11, Chapter VI, Corollary 2.5])

n∏
k=1

(1 + r|λk(A)|) ≤
n∏
k=1

(1 + rsk(A)) (∀r ≥ 0,∀n ∈ N) . (4)

We now recall the notion of a trace class operator as an element of the set

S1(H) = {A ∈ L(H) : A compact and ‖A‖1 =

∞∑
k=1

sk(A) <∞} .

It turns out that ‖·‖1 is a norm on S1(H) turning it into a Banach space (see, for
example, [11, Chapter VI, Corollary 3.2 and Theorem 4.1]).

With any trace class operator A ∈ S1(H) it is possible to associate a determinant
given by

det(I −A) =

∞∏
k=1

(1− λk(A)) ,

which, in view of (4) and the summability of the singular values, is well-defined and
satisfies the bound

|det(I −A)| ≤
∞∏
k=1

(1 + |λk(A)|) ≤
∞∏
k=1

(1 + sk(A)) ≤ exp (‖A‖1) .

In particular, this implies that z 7→ det(I− zA) is an entire function of exponential
type zero (see, for example, [11, Chapter VII, Theorem 4.3]).
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3. Upper and lower bounds for determinants

In this section we shall derive both upper and lower bounds for the determinant
of a trace class operator A expressible in terms of the function FA : [0,∞)→ [0,∞)
given by

FA(r) =

∞∏
k=1

(1 + rsk(A)) , (5)

which is well-defined, real-analytic and strictly monotonically increasing.
Before deriving these bounds we briefly recall two more facts about singular

values. The first is a useful alternative characterisation in terms of approximation
numbers (see, for example, [11, Chapter VI, Theorem 1.5])

sn(A) = inf{ ‖A− F‖ : F ∈ L(H), rank(F ) < n } (∀n ∈ N) . (6)

Using this characterisation the second fact follows: if G is a closed subspace of H
with orthogonal projection P we have (see, for example, [11, Chapter VI, Corol-
lary 1.4])

sn(PA|P (H)) ≤ sn(A) (∀n ∈ N) . (7)

By definition of the determinant of a trace class operator A, the function z 7→
det(I−z−1A) has zeros at the non-zero eigenvalues of A. The following proposition
provides a new lower bound for the behaviour of z 7→ det(I − z−1A) in the vicinity
of a zero solely in terms of the function FA defined in (5) and the distance of z to
the spectrum of A.

Proposition 3.1. Let A ∈ S1(H). Then, for any z ∈ ρ(A) with z 6= 0, we have∣∣det(I − z−1A)
∣∣−1 ≤ FA( 1

d(z, σ(A))

)
.

Proof. For brevity, write λk = λk(A) and sk = sk(A). Then, for z ∈ ρ(A) with
z 6= 0, we have

∣∣det(I − z−1A)
∣∣−1 =

∞∏
k=1

∣∣∣∣ 1

1− z−1λk

∣∣∣∣ =

∞∏
k=1

∣∣∣∣1 +
λk

z − λk

∣∣∣∣
≤
∞∏
k=1

(
1 +

|λk|
|z − λk|

)
≤
∞∏
k=1

(
1 +

|λk|
d(z, σ(A))

)
≤
∞∏
k=1

(
1 +

sk
d(z, σ(A))

)
,

where the last inequality follows from (4). �

We now provide an upper bound for det(I − z−1A) whenever z is an eigenvalue
of an operator B ∈ L(H) expressible in terms of the distance of z to σ(A) and the
distance of A and B.

Proposition 3.2. Suppose that dimH =∞ and that A,B ∈ L(H). If A has finite
rank, then for any z ∈ ρ(A) ∩ σp(B) we have∣∣det(I − z−1A)

∣∣ ≤ ‖A−B‖
d(z, σ(A))

n∏
k=1

(
1 +

sk(A)

d(z, σ(A))

)
,

where n = rank(A).
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Proof. Fix z ∈ ρ(A) ∩ σp(B). Note that since dimH = ∞, we have 0 ∈ σ(A),
so z 6= 0. Let e be an eigenvector of B corresponding to z and let E denote
the smallest closed linear span containing the range of A and e. Clearly, E is an
invariant subspace of A with ν := dimE ≤ n+ 1. Writing TE for the restriction of
an operator T ∈ L(H) to E, we have

λk(A) =

{
λk(AE) if k ≤ ν,

0 if k > ν.

Thus ∣∣det(I − z−1A)
∣∣ =

ν∏
k=1

∣∣λk(IE − z−1AE)
∣∣ ≤ ν∏

k=1

sk(IE − z−1AE) , (8)

where we have used the multiplicative Weyl inequality1 (2).
Now, for k < ν, we have the bound

sk(IE − z−1AE) ≤ 1 + |z|−1 sk(AE) ≤ 1 + |z|−1 sk(A) , (9)

which follows from (6). In order to treat the ν-th factor define K : E → E by
K = IE − z−1PBE , where P denotes the orthogonal projection onto E. Since
Ke = 0 we have rankK < ν, so

sν(IE − z−1AE) ≤
∥∥(IE − z−1PAE)−K

∥∥
= |z|−1 ‖PBE − PAE‖ ≤ |z|−1 ‖A−B‖ , (10)

where we have used (6) and (7). Combining (8), (9), and (10) and taking into
account that |z| ≥ d(z, σ(A)), since 0 ∈ σ(A), we have

∣∣det(I − z−1A)
∣∣ ≤ ‖A−B‖

d(z, σ(A))

ν−1∏
k=1

(
1 +

sk(A)

d(z, σ(A))

)
,

and the assertion follows. �

Remark 3.3. Note that in the above proof we have only used the hypothesis
dimH = ∞ to conclude that |z| ≥ d(z, σ(A)). Inspection of the proof shows that
the following finite-dimensional analogue of the above result holds.

Let A,B ∈ L(Cn). Then for any z ∈ ρ(A) ∩ σ(B) with z 6= 0 we have

∣∣det(I − z−1A)
∣∣ ≤ ‖A−B‖

d(z, σ(A) ∪ {0})

n−1∏
k=1

(
1 +

sk(A)

d(z, σ(A) ∪ {0})

)
.

Here we have used the fact that both the eigenvector of B and the range of A
trivially belong to the same n-dimensional space.

The above proposition can be extended to arbitrary trace class operators using
a standard approximation procedure.

1In fact there is equality here, since for any ν × ν matrix M we have

ν∏
k=1

|λk(M)|2 = |det(M)|2 = det(M∗M) =

ν∏
k=1

sk(M)2 .
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Proposition 3.4. Let H be infinite-dimensional and suppose that A ∈ S1(H) and
B ∈ L(H). Then for any z ∈ ρ(A) ∩ σp(B) we have

∣∣det(I − z−1A)
∣∣ ≤ ‖A−B‖

d(z, σ(A))
FA

(
1

d(z, σ(A))

)
.

Proof. Since A is trace class it has a Schmidt representation of the form

Ax =

∞∑
k=1

sk(A)(x, ak)bk (∀x ∈ H) ,

where (ak)∞k=1 and (bk)∞k=1 are orthonormal systems in H (see [11, Chapter VI,
Theorem 1.1]). For any n ∈ N we now define a finite-rank operator An by

Anx =

n∑
k=1

sk(A)(x, ak)bk (∀x ∈ H) .

A short calculation shows that

sk(An) =

{
sk(A) for k ≤ n,

0 for k > n,
(11)

and that

lim
n→∞

‖An −A‖1 = 0 .

Now fix z ∈ ρ(A) ∩ σp(B). Since z ∈ ρ(A) standard perturbation theory implies
that there is N ∈ N such that z ∈ ρ(An) for all n ≥ N (see, for example, [11,
Chapter II, Theorem 4.1]). Thus, by Proposition 3.2, we have

∣∣det(I − z−1An)
∣∣ ≤ ‖An −B‖

d(z, σ(An))
FA

(
1

d(z, σ(An))

)
(∀n ≥ N) , (12)

where we have used the fact that FAn(r) ≤ FA(r) for every r ∈ [0,∞), which follows
from (11).

In order to conclude the proof we make a number of observations. Since the
determinant is Lipschitz-continuous on the unit ball of S1(H) (see, for example,
[18, Theorem 6.5]) we have

lim
n→∞

det(I − z−1An) = det(I − z−1A) .

Furthermore, since the spectrum of A is discrete, the spectrum of An converges to
the spectrum of A in the Hausdorff metric (see [15, Theorem 3]), so

lim
n→∞

d(z, σ(An)) = d(z, σ(A)) .

Finally, we clearly have

lim
n→∞

‖An −B‖ = ‖A−B‖ .

The assertion now follows by taking the limit on both sides of (12). �
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4. Bounds for the spectral distance

The upper and lower bounds for the determinants obtained in the previous sec-
tion can be combined to produce quantitative upper bounds for the spectral distance
of two trace class operators. Before we proceed we require some more notation.

Let F denote the set of all strictly monotonically increasing functions F :
[0,∞] → [0,∞) with limr→∞ F (r) = ∞, and let F0 denote the subset of those
F ∈ F with F (0) = 0. Both F and F0 are partially ordered by defining

F1 ≤ F2 :⇔ F1(r) ≤ F2(r) (∀r ≥ 0) .

On F we define an operation H, which will allow us to express our bounds in a
succinct way:

H : F → F0

F 7→ HF ,

where HF is given by

HF (r) =
1

F̃−1
(
1
r

) ,
and F̃−1 is the inverse of F̃ ∈ F0 defined by F̃ (r) = rF (r)2.

For later use, we note the following simple consequences of the definition of H,
the proofs of which are left as an exercise.

Lemma 4.1. Let F1, F2 ∈ F and, for m > 0, let Mm ∈ F be given by Mm(r) = mr.
Then the following hold.

(1) If F1 ≤ F2 then HF1 ≤ HF2 .
(2) If F1 = F2 ◦Mm, then HF1

= Mm ◦HF2
◦M−1m .

We are now able to state and prove our main results.

Theorem 4.2. Suppose that dimH =∞ and that A ∈ S1(H). Then

d̂(σp(B), σ(A)) ≤ HFA(‖A−B‖) (∀B ∈ L(H)) .

Proof. Fix B ∈ L(H). We need to show that

d(z, σ(A)) ≤ HFA(‖A−B‖) (∀z ∈ σp(B)) .

For z ∈ σ(A) the inequality above is trivially satisfied, so we shall assume that
z ∈ ρ(A) ∩ σp(B). Noting that z 6= 0 (since dimH =∞), Propositions 3.1 and 3.4
yield

1

FA

(
1

d(z,σ(A))

) ≤ ∣∣det(I − z−1A)
∣∣ ≤ ‖A−B‖

d(z, σ(A))
FA

(
1

d(z, σ(A))

)
.

Hence
1

‖A−B‖
≤ F̃A

(
1

d(z, σ(A))

)
,

where F̃A(r) = rFA(r)2, so

F̃−1A

(
1

‖A−B‖

)
≤ 1

d(z, σ(A))
,

which implies

d(z, σ(A)) ≤ 1

F̃−1A

(
1

‖A−B‖

) = HFA(‖A−B‖) ,
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and the assertion follows. �

An immediate consequence of the previous theorem is the following quantitative
bound for the Hausdorff distance of the spectra of two trace class operators.

Theorem 4.3. Suppose that dimH =∞ and that A,B ∈ S1(H). Then

Hdist(σ(A), σ(B)) ≤ HFA,B (‖A−B‖) ,
where FA,B ∈ F is given by

FA,B(r) = max{FA(r), FB(r)} .

Proof. Using Theorem 4.2 together with Lemma 4.1 and the fact that B is trace
class we have

d̂(σ(B), σ(A)) = d̂(σp(B), σ(A)) ≤ HFA,B (‖A−B‖) .
But by symmetry we also have

d̂(σ(A), σ(B)) ≤ HFA,B (‖A−B‖) ,
and the assertion follows. �

Remark 4.4. The condition dimH = ∞ is not essential in the previous two
theorems. Inspection of their proofs together with Remark 3.3 yield the following
finite-dimensional analogue of Theorems 4.2 and 4.3.

Let A,B ∈ L(Cn). Then

d̂(σ(B), σ(A) ∪ {0}) ≤ HFA(‖A−B‖) ,
and

Hdist(σ(A) ∪ {0}, σ(B) ∪ {0}) ≤ HFA,B (‖A−B‖) .

5. Comparison with other bounds

In order to apply the bounds obtained in the previous section some knowledge of
the singular values of the operators involved is required. Lemma 4.1 implies that any
upper bound for the singular values translates into a bound for the spectral distance
of two trace class operators. We shall briefly discuss a number of possibilities, which
either reproduce or improve existing bounds.

We start with a bound involving only one free parameter, namely the trace norm.
Given A ∈ S1(H), we have

FA(r) =

∞∏
k=1

(1 + rsk(A)) ≤ exp(r ‖A‖1) .

Theorem 4.3 and Lemma 4.1 immediately give the following result, reproducing the
known bound from [1, Theorem 5.2] obtained by a different method.

Corollary 5.1. Let dim(H) = ∞. Then, for any A,B ∈ S1(H) not both of them
the zero operator, we have

Hdist(σ(A), σ(B)) ≤ mHGS

(
‖A−B‖

m

)
,

where GS(r) = exp(r) and m = max{‖A‖1 , ‖B‖1}.

Another possibility is to demand that the singular values decay at a stretched
exponential rate. This leads to the notion of exponential classes introduced in [2].
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Definition 5.2. Let a > 0 and α > 0. Then

E(a, α;H) = {A ∈ S1(H) : |A|a,α := sup
k∈N

sk(A) exp(akα) <∞} ,

is called the exponential class of type (a, α). The number |A|a,α is called the (a, α)-
gauge or simply gauge of A.

Naturally occurring operators belonging to these classes include integral opera-
tors with analytic kernels (see [13]), composition operators with strictly contracting
holomorphic symbols, or, more generally, transfer operators arising from real ana-
lytic expanding maps, which play an important role in smooth ergodic theory (see
[4]). Certain operators on spaces of harmonic functions also belong to this class
(see [3]).

Specialising to operators belonging to exponential classes, Theorem 4.3 and
Lemma 4.1 yield the following.

Corollary 5.3. Let dimH = ∞. Then, for any A,B ∈ E(a, α;H) not both of
them the zero operator, we have

Hdist(σ(A), σ(B)) ≤ mHGEa,α

(
‖A−B‖

m

)
,

where

GEa,α(r) =

∞∏
k=1

(1 + r exp(−akα))

and m = max{|A|a,α , |B|a,α}.

By [2, Proposition 3.1] we have

logGEa,α(r) ∼ a1/α α

1 + α
(log r)1+1/α as r →∞

and a short calculation shows that

logHGEa,α
(r) ∼ −(2a)1/(1+α)

(
1 + α

α

)α/(1+α)
|log r|α/(1+α) as r ↓ 0 ,

thus Corollary 5.3 improves the bound in [2, Theorem 4.2] obtained using a different
method.

Finally, we turn to the most stringent condition for the decay of the singular
values, which arises when all but finitely many of the singular values vanish, or, in
other words, if the operators involved are finite rank.

Using the same argument as in the previous two cases we obtain a bound that
only relies on knowledge of the first singular value, that is, the operator norm.
For better comparison with Elsner’s bound we formulate it for n× n matrices (see
Remark 4.4).

Corollary 5.4. Let A,B ∈ L(Cn). Then

Hdist(σ(A) ∪ {0}, σ(B) ∪ {0}) ≤ mHGF

(
‖A−B‖

m

)
,

where

GF (r) = (1 + r)n

and m = max{‖A‖ , ‖B‖}.
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Note that the bound in the above corollary is of a form very similar to Elsner’s
bound, which for A,B ∈ L(Cn) can be written

Hdist(σ(A), σ(B)) ≤ mH
(
‖A−B‖

m

)
,

where m = ‖A‖+‖B‖ and H(r) = r1/n. Clearly, the bound in Corollary 5.4 cannot
compete with the Elsner bound (except possibly in special cases), since

HGF (r) ∼ r1/(2n+1) as r ↓ 0 .

However, in deriving the bound above we have only used the first singular value.
If we have information about the first two singular values, the bound can be im-
proved.

Corollary 5.5. Let A,B ∈ L(Cn). Then

Hdist(σ(A) ∪ {0}, σ(B) ∪ {0}) ≤ HGFs1,s2
(‖A−B‖) ,

where
GFs1,s2(r) = (1 + rs1)(1 + rs2)n−1 ,

with s1 = max{s2(A), s2(B)} and s2 = max{s2(A), s2(B)}.

A short calculation shows that

HGFs1,s2
(r) ∼ s2/(2n+1)

1 s
(2n−2)/(2n+1)
2 r1/(2n+1) as r ↓ 0.

In order to see that the bound in Corollary 5.5 can be better than Elsner’s bound
we define weighted shift matrices Aε, Bε ∈ L(Cn) by letting

Aεek =


e2 if k = 1,

εek+1 if 1 < k < n,

0 if k = n,

Bεek =


e2 if k = 1,

εek+1 if 1 < k < n,

εe1 if k = n,

where (ek)nk=1 is an orthonormal basis of Cn. Then we have

‖Aε −Bε‖ = ε ,

s1(Aε) = s1(Bε) = 1 ,

and
s2(Aε) ≤ s2(Bε) = ε ,

provided that n > 1. For this family of matrices Elsner’s bound gives

H(‖Aε −Bε‖) ∼ ε1/n as ε ↓ 0 ,

which is worse than what we get from the bound in Corollary 5.5, namely

HGF1,ε
(‖Aε −Bε‖) ∼ ε(2n−1)/(2n+1) as ε ↓ 0 .

In other words, our bound fares better than Elsner’s for matrices which are small
perturbations of matrices of rank one. Of course, this advantage is obtained by
requiring more information about the matrices, namely upper bounds for the first
and second singular values.

The previous discussion should have elucidated the following general principle at
work here. Upper bounds for the singular values of A and B translate into upper
bounds for the function HFA,B , which bounds the spectral variation of A and B.
Moreover, the faster the bounds for the singular values decay to zero, the slower
FA,B will grow at infinity, and so, the faster HFA,B will tend to zero at zero.
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