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#### Abstract

We study functions that produce a ranking of $n$ individuals from $n$ such rankings and are impartial in the sense that the position of an individual in the output ranking does not depend on the input ranking submitted by that individual. When $n \geq 4$, two properties concerning the quality of the output in relation to the input can be achieved in addition to impartiality: individual full rank, which requires that each individual can appear in any position of the output ranking; and monotonicity, which requires that an individual cannot move down in the output ranking if it moves up in an input ranking. When $n \geq 5$, monotonicity can be dropped to strengthen individual full rank to weak unanimity, requiring that a ranking submitted by every individual must be chosen as the output ranking. Mechanisms achieving these results can be implemented in polynomial time. Both results are best possible in terms of their dependence on $n$. The second result cannot be strengthened further to a notion of unanimity that requires agreement on pairwise comparisons to be preserved.


## 1 Introduction

Decisions in modern democracies are made through a process of voting on sets of alternatives or individuals. The mathematical treatment of voting processes dates back almost to the beginning of modern democracies themselves, notably to work of Borda [1784] and de Condorcet [1785]. Formally, voting can be viewed as the task of aggregating a set of preference rankings, one for each voter, into a single social preference ranking. Here and in the following, a ranking is a permutation $\pi:\{0,1, \ldots, n-1\} \rightarrow\{0,1, \ldots, n-1\}$ of a set of alternatives numbered $0,1, \ldots, n-1$. The understanding is that alternative $i$ is preferred over alternative $j$ if and only if $\pi^{-1}(i)<$ $\pi^{-1}(j)$, where $\pi^{-1}(k)$ denotes the position of alternative $k$ in ranking $\pi$. Writing $\mathcal{P}_{n}$ for the set of permutations of $n$ alternatives, a rank aggregation rule for $n$ alternatives and $m$ voters is a function $f: \mathcal{P}_{n}^{m} \rightarrow \mathcal{P}_{n}$ mapping a profile $\boldsymbol{\pi}=\left(\pi_{0}, \ldots, \pi_{m-1}\right)$ of rankings to a social ranking $f(\boldsymbol{\pi})$. A classic result of Arrow [1963] established that rank aggregation rules are severely limited, in that every rule must violate one of three natural axioms: unanimity, non-dictatorship, or independence of irrelevant alternatives. Unanimity requires that the aggregation retains unanimous pairwise orderings, i.e., that $(f(\boldsymbol{\pi}))^{-1}(j)<(f(\boldsymbol{\pi}))^{-1}(k)$ whenever $\pi_{i}^{-1}(j)<\pi_{i}^{-1}(k)$ for all $i=0, \ldots, m-1$. Non-dictatorship prevents the existence of a voter whose preference always prevails, i.e., a voter $i$ such that $f(\boldsymbol{\pi})=\pi_{i}$ for all $\boldsymbol{\pi} \in \mathcal{P}_{n}^{m}$. Independence of irrelevant alternatives finally requires that the relative order of alternatives $j$ and $k$ in the social ranking only depends on their relative order in all individual rankings. Most voting systems used in democracies around the globe today

[^0]satisfy unanimity and non-dictatorship, and resolve Arrow's impossibility result at the expense of independence of irrelevant alternatives. Indeed, independence of irrelevant alternatives is deemed "by far the most controversial" among the three axioms [cf. Maskin, 2020].

Arrow's axioms are particularly compelling when voters are balloted on abstract alternatives such as different policy options. When the alternatives are the voters themselves, i.e., when the sets of voters and alternatives coincide, additional considerations may come into play. For example, when balloting the members of an organization on a priority list for promotions, it is reasonable to assume that each member would primarily be concerned about their own position in the output ranking. A voter may be incentivized to misrepresent their input ranking in order to improve their own position in the output, thus compromising the entire process. The axiom of impartiality makes such manipulation impossible by requiring that a voter cannot influence their position in the output ranking, i.e., that, for an aggregation rule $f: \mathcal{P}_{n}^{n} \rightarrow \mathcal{P}_{n}$, the equation $(f(\boldsymbol{\pi}))^{-1}(i)=\left(f\left(\boldsymbol{\pi}^{\prime}\right)\right)^{-1}(i)$ holds whenever $\pi_{j}=\pi_{j}^{\prime}$ for all $j \neq i$. Similar impartiality axioms were previously proposed for the allocation of a divisible resource and the selection of one or more of the voters.

It is easy to see that impartiality is stronger than non-dictatorship, in the sense that every aggregation rule failing non-dictatorship also fails impartiality. It thus follows directly from Arrow's impossibility that there is no aggregation rule satisfying impartiality, unanimity, and independence of irrelevant alternatives. Compared to Arrow's setting relatively little is known regarding impartial ranking, but we will see that it holds significant challenge both conceptually and mathematically. Like impartial division and selection it is a foundational problem with a large degree of generality and numerous applications also outside democratic decision making, for example in peer review and peer appraisal, apportionment of credit, and collaborative filtering.

Our Contribution Impartiality turns out to be a relatively demanding axiom that on its own is incompatible with unanimity; we prove this as Theorem 4 at the end of the paper. Compared with Arrow's impossibility, strengthening non-dictatorship to impartiality thus renders independence of irrelevant alternatives redundant. Our impossibility result holds for all $n \geq 2$, whereas that of Arrow holds for $n \geq 2$ and $m \geq 3$.

Motivated by the impossibility result we relax the axioms. In doing so we draw inspiration from an earlier version of Arrow's result [Arrow, 1950], which used two separate axioms in place of unanimity: monotonicity, which requires that an alternative that moves up in input rankings while everything else stays the same cannot move down in the output ranking, and non-imposition, which requires every ranking to be obtained as the output for some profile of input rankings. ${ }^{1}$

We show as Theorem 1 that impartiality is compatible with monotonicity and a weaker version of non-imposition we call individual full rank, which requires that every voter can appear in every position of the output ranking. The result is constructive and holds for all $n \geq 4$, which is tight: by Theorem 3 impartiality and individual full rank are incompatible for $n \in\{2,3\}$.

We then show as Theorem 2 that monotonicity can be dropped to strengthen individual full rank to non-imposition. The mechanism we construct in fact satisfies a stronger version of nonimposition we call weak unanimity, which requires that a ranking on which all agents agree must be returned as the output, i.e., that $f(\boldsymbol{\pi})=\hat{\pi}$ whenever $\pi_{i}=\hat{\pi}$ for all $i=0, \ldots, n-1$. The result holds when $n \geq 5$, which is again tight: for $n \in\{2,3\}$ impartiality and weak unanimity are incompatible

[^1]by Theorem 3 , for $n=4$ we can show their incompatibility computationally.
We do not know whether there exists a mechanism satisfying impartiality, monotonicity, and non-imposition. This question is interesting, and likely difficult. Indeed the large number of distinct outcomes required for non-imposition makes monotonicity much more challenging to work with, both for our techniques and in general.

Our Techniques Both of our positive results are obtained via reductions to combinatorial problems related to graph or hypergraph coloring.

To obtain a mechanism satisfying impartiality, monotonicity, and individual full rank, and thus prove Theorem 1, we study a class of mechanisms in which the input ranking of each agent $i$ is interpreted as a message in $\{0,1\}$. For each choice of such a message, and every other agent $j, i$ blocks $j$ from occupying a subset of positions in the output ranking. Agents are then assigned to a unique unblocked position, or to a default position in case all other positions are blocked. By further requiring the structure of blocked positions to be symmetric, we can define the mechanism completely by a multigraph with vertex set $\{0,1, \ldots, n-1\}$. The mechanism is well-defined and satisfies individual full rank whenever the graphs avoid a certain condition on triples of vertices; monotonicity can be expressed as a condition on the existence or non-existence of certain edges. We prove the existence of multigraphs satisfying both types of conditions via a probabilistic argument and the Lovász local lemma, along with specific constructions for small values of $n$. The argument can be derandomized and implemented efficiently using known techniques, and doing so yields a polynomial-time mechanism.

To obtain a mechanism satisfying impartiality and weak unanimity, and thus prove Theorem 2, we consider mechanisms that determine the output ranking based on the input rankings of three decisive agents. The position of each decisive agent is determined by the other two; the position of the remaining agents is decided by the decisive ones. The constraint that only a single agent can be assigned to each position can be reduced to the existence of a proper coloring of a tripartite graph. Each vertex of the graph corresponds to a ranking profile for two decisive agents, its color to the position of the respective third decisive agent in the output ranking. Weak unanimity thus fixes the colors of vertices corresponding to profiles in which two decisive agents cast the same ranking. The existence of a proper coloring is shown constructively, so the corresponding mechanisms can again be implemented in polynomial time.

Related Work Impartiality as a formal property in cooperative decision making was first considered by de Clippel et al. [2008], for mechanisms that allocate a divisible resource among the members of a group based on each member's opinion regarding the others' relative entitlement. Impartial selection, proposed by Alon et al. [2011] and Holzman and Moulin [2013], is the subject of a growing literature in economics and computer science [e.g., Tamura and Ohseto, 2014, Mackenzie, 2015, Tamura, 2016, Bousquet et al., 2014, Fischer and Klimm, 2015, Bjelde et al., 2017, Caragiannis et al., 2022, Cembrano et al., 2022, 2023].

In rank aggregation, impartiality can be defined in more than one way. Berga and Gjorgjiev [2014] and Alcalde-Unzu et al. [2022] propose a strict notion of impartiality by which an agent cannot influence its comparison with any other agent. This notion of impartiality is incompatible with individual full rank, but allows some positive results to be achieved for all agents except one by placing that agent in a fixed position. Even the strong notion of impartiality is compatible with monotonicity and neutrality [Berga and Gjorgjiev, 2014], which shows that impartiality and
monotonicity do not entirely prevent the transfer of information about all agents from input to output. For the notion of impartiality with regard to rank we consider here, Kahng et al. [2018] proposed a randomized method to approximate a given target rule, with high probability and for a particular measure of approximation. An axiomatic characterization of one candidate target rule, that of Borda, was given by Ohseto [2007]. In computer science, an extensive literature exists on efficient algorithms for rank aggregation and related problems [e.g., Dwork et al., 2001, Alon, 2006, Kenyon-Mathieu and Schudy, 2007, Ailon et al., 2008]. Methods that produce a ranking from inputs other than rankings have been studied for example by Altman and Tennenholtz [2007, 2008] and Ng et al. [2003]. Altman and Tennenholtz considered methods that use dichotomous input preferences and satisfy incentive constraints, monotonicity, and axioms relating to mutual agreement among agents. Ng et al. showed that for methods based on numerical evaluations, and counter to intuition, self-evaluations must be allowed in order to achieve desirable properties including monotonicity and unanimity.

## 2 Preliminaries

Let $\mathbb{N}=\{0,1,2, \ldots\}$. For $n \in \mathbb{N}$, let $[n]=\{0,1, \ldots, n-1\},{ }^{2}$ and let $\mathcal{P}_{n}$ be the set of permutations of $[n]$. We use $[n]$ to represent a set of $n$ agents, and permutation $\pi:[n] \rightarrow[n]$ to represent a linear order or ranking of the set of agents. Thus, for each position $k \in[n], \pi(k)$ is the agent in the $k$ th position of ranking $\pi$, and for each agent $i \in[n], \pi^{-1}(i)$ is the position of agent $i$ in ranking $\pi$. We often use the one-line notation of a permutation and write $\pi=\left(\begin{array}{llll}\pi(0) & \pi(1) & \cdots & \pi(n-1)\end{array}\right)$ for $\pi \in \mathcal{P}_{n}$. An $n$-ranking mechanism is a function $f: \mathcal{P}_{n}^{n} \rightarrow \mathcal{P}_{n}$ that takes a ranking profile $\boldsymbol{\pi}=\left(\pi_{0}, \pi_{1}, \ldots, \pi_{n-1}\right) \in \mathcal{P}_{n}^{n}$ and maps it to a single social ranking $f(\boldsymbol{\pi})$. For $n \in \mathbb{N}, \boldsymbol{\pi} \in \mathcal{P}_{n}^{n}$, and $i \in[n]$, we denote by $\boldsymbol{\pi}_{-i}=\left(\pi_{0}, \pi_{1}, \ldots, \pi_{i-1}, \pi_{i+1}, \ldots, \pi_{n-1}\right) \in \mathcal{P}_{n}^{n-1}$ the profile of rankings for all agents except $i$, and for any $\tilde{\pi} \in \mathcal{P}_{n}$ write $f\left(\tilde{\pi}, \boldsymbol{\pi}_{-i}\right)=f\left(\pi_{0}, \pi_{1}, \ldots, \pi_{i-1}, \tilde{\pi}, \pi_{i+1}, \ldots, \pi_{n-1}\right)$. We say that an $n$-ranking mechanism $f$ satisfies

- impartiality if the position of an agent in the output ranking does not depend on its input ranking, i.e., if for all $i \in[n], \boldsymbol{\pi} \in \mathcal{P}_{n}^{n}$, and $\tilde{\pi} \in \mathcal{P}_{n},(f(\boldsymbol{\pi}))^{-1}(i)=\left(f\left(\tilde{\pi}, \boldsymbol{\pi}_{-i}\right)\right)^{-1}(i)$;
- individual full rank if every agent can appear in any position of the output ranking, i.e., if for every $j \in[n]$ and $k \in[n]$, there exists $\boldsymbol{\pi} \in \mathcal{P}_{n}^{n}$ such that $(f(\boldsymbol{\pi}))(k)=j$;
- weak unanimity if it outputs the agreed ranking whenever all agents agree on a ranking, i.e., if whenever there exists $\hat{\pi} \in \mathcal{P}_{n}$ such that $\pi_{i}=\hat{\pi}$ for all $i \in[n], f(\boldsymbol{\pi})=\hat{\pi}$;
- unanimity if it preserves agreement by all agents on the relative order between two agents, i.e., if whenever there exist $j_{0}, j_{1} \in[n]$ such that $\pi_{i}^{-1}\left(j_{0}\right)<\pi_{i}^{-1}\left(j_{1}\right)$ for all $i \in[n]$, then $(f(\boldsymbol{\pi}))^{-1}\left(j_{0}\right)<(f(\boldsymbol{\pi}))^{-1}\left(j_{1}\right) ;$ and
- monotonicity if an agent that moves up in a single input ranking, while everything else stays the same, cannot move down in the output ranking, i.e., if for all $\boldsymbol{\pi} \in \mathcal{P}_{n}^{n}, i, j_{0} \in[n]$, and $\tilde{\pi} \in \mathcal{P}_{n}$ such that for all $j_{1} \in[n]$ and $j_{2} \in[n] \backslash\left\{j_{0}\right\}$,

$$
\begin{aligned}
\tilde{\pi}^{-1}\left(j_{1}\right)<\tilde{\pi}^{-1}\left(j_{2}\right) \quad \text { whenever } \quad \pi_{i}^{-1}\left(j_{1}\right)<\pi_{i}^{-1}\left(j_{2}\right), \\
\left(f\left(\tilde{\pi}, \boldsymbol{\pi}_{-i}\right)\right)^{-1}\left(j_{0}\right) \leq(f(\boldsymbol{\pi}))^{-1}\left(j_{0}\right) .^{3}
\end{aligned}
$$

[^2]Unanimity implies weak unanimity, which in turn implies individual full rank. We state this formally as the following lemma, the straightforward proof can be found in Appendix A.1.

Lemma 1. Let $n \in \mathbb{N}$, $n \geq 2$. Let $f$ be an $n$-ranking mechanism. If $f$ satisfies unanimity, then it satisfies weak unanimity. If $f$ satisfies weak unanimity, then it satisfies individual full rank.

## 3 Monotonicity and Individual Full Rank

We begin by studying monotone ranking mechanisms. Impartiality and monotonicity are trivial to achieve, and hold for example for a mechanism that produces the same output for every input. We show that they do not preclude mechanisms that produce a much richer class of outcomes: for $n \geq 4$, impartiality and monotonicity are compatible with individual full rank. The condition that $n \geq 4$ cannot be removed: as we will see later, impartiality and individual full rank are incompatible for $n \leq 3$.

Theorem 1. Let $n \geq 4$. Then there exists an n-ranking mechanism that satisfies impartiality, monotonicity, and individual full rank.

We explicitly construct mechanisms that satisfy the theorem. For each $i$ these mechanisms use a single bit of information about the input ranking submitted by agent $i$, namely whether it ranks a specific other agent $\rho_{i}$ above or below $i$ itself. For $n \in \mathbb{N}$, let $R_{n} \subseteq[n]^{n}$ be the set of vectors with the $i$ th component different to $i$, for every $i \in[n]$. Formally,

$$
R_{n}=\left\{\boldsymbol{\rho} \in[n]^{n}: \rho_{i} \neq i \text { for every } i \in[n]\right\}
$$

Let $\chi$ denote the indicator function for logical propositions. For $i \in[n], \pi \in \mathcal{P}_{n}$, and $\boldsymbol{\rho} \in R_{n}$, let $\chi_{i}(\pi, j)=\chi\left(\pi^{-1}(j)<\pi^{-1}(i)\right)$. For $\boldsymbol{\pi} \in \mathcal{P}_{n}^{n}$ and $\boldsymbol{\rho} \in R_{n}$, let $\boldsymbol{\chi}(\boldsymbol{\pi}, \boldsymbol{\rho})=$ $\left(\chi_{0}\left(\pi_{0}, \rho_{0}\right), \chi_{1}\left(\pi_{1}, \rho_{1}\right), \ldots, \chi_{n-1}\left(\pi_{n-1}, \rho_{n-1}\right)\right)$. For $g:\{0,1\}^{n} \rightarrow \mathcal{P}_{n}$ and $\boldsymbol{\rho} \in R_{n}$, let $f_{g, \boldsymbol{\rho}}: \mathcal{P}_{n}^{n} \rightarrow \mathcal{P}_{n}$ be the $n$-ranking mechanism such that $f_{g, \boldsymbol{\rho}}(\boldsymbol{\pi})=g(\boldsymbol{\chi}(\boldsymbol{\pi}, \boldsymbol{\rho}))$ for every $\boldsymbol{\pi} \in \mathcal{P}_{n}^{n}$. For $i \in[n]$ and $\mathbf{b} \in\{0,1\}^{n}$, we will refer to $b_{i} \in\{0,1\}$ as a message sent to the mechanism by agent $i$, and analogously to ranking profiles write $\mathbf{b}_{-i}=\left(b_{0}, b_{1}, \ldots, b_{i-1}, b_{i+1}, \ldots, b_{n-1}\right) \in\{0,1\}^{n-1}$ for the profile of messages for all agents except $i$ and denote $g\left(b^{\prime}, \mathbf{b}_{-i}\right)=g\left(b_{0}, b_{1}, \ldots, b_{i-1}, b^{\prime}, b_{i+1}, \ldots, b_{n-1}\right)$.

Since a mechanism $f_{g, \rho}$ depends on the ranking submitted by agent $i$ only insofar as that ranking ranks $\rho_{i}$ above or below $i$, a simple condition is sufficient for monotonicity: for any fixed profile of the other agents, whenever agent $i$ changes from a ranking where $\rho_{i}$ is below $i$ to a ranking where $\rho_{i}$ is above $i, \rho_{i}$ cannot descend in the output ranking. The following lemma establishes this condition formally, along with conditions that guarantee impartiality and individual full rank. We prove the lemma in Appendix B.1.

Lemma 2. Let $n \geq 4$. Let $g:\{0,1\}^{n} \rightarrow \mathcal{P}_{n}$ and $\boldsymbol{\rho} \in R_{n}$ such that
(i) for every $i \in[n]$ and $\mathbf{b} \in\{0,1\}^{n},\left(g\left(0, \mathbf{b}_{-i}\right)\right)^{-1}(i)=\left(g\left(1, \mathbf{b}_{-i}\right)\right)^{-1}(i)$;
(ii) for every $j, k \in[n]$, there exists $\mathbf{b} \in\{0,1\}^{n}$ such that $(g(\mathbf{b}))(k)=j$; and
(iii) for every $i \in[n]$ and $\mathbf{b} \in\{0,1\}^{n},\left(g\left(1, \mathbf{b}_{-i}\right)\right)^{-1}\left(\rho_{i}\right) \leq\left(g\left(0, \mathbf{b}_{-i}\right)\right)^{-1}\left(\rho_{i}\right)$.

Then, $f_{g, \boldsymbol{\rho}}$ satisfies impartiality, monotonicity, and individual full rank.
In what follows, we construct functions $g$ so that for some $\boldsymbol{\rho} \in R_{n}, g$ has codomain $\mathcal{P}_{n}$ and $g$ and $\rho$ satisfy the conditions of Lemma 2. The case where $n=4$ requires a dedicated construction and is covered by the following lemma, which we prove in Appendix B.2.

|  |  | $j$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $i$ | $b$ | 0 | 1 | 2 | 3 | 4 | 5 |  |
| 0 | 0 |  |  | 35 | 24 | 3 | 2 |  |
|  | 1 |  | 2345 | 14 | 15 | 125 | 134 |  |
| 1 | 0 | 24 |  | 0 | 5 | 0 | 3 |  |
|  | 1 | 35 |  | 345 | 024 | 235 | 024 |  |
| 2 | 0 | 3 | 35 |  | 01 |  | 1 |  |
|  | 1 | 145 | 04 |  | 45 | 0135 | 034 |  |
| 3 | 0 | 45 | 4 | 4 |  | 012 | 0 |  |
|  | 1 | 12 | 025 | 015 |  | 5 | 124 |  |
| 4 | 0 | 135 | 05 | 5 | 05 |  | 0123 |  |
|  | 1 | 2 | 23 | 013 | 12 |  |  |  |
| 5 | 0 |  | 24 | 13 | 2 | 1 |  |  |
|  | 1 | 1234 | 03 | 04 | 014 | 023 |  |  |

(a)

(b)

Figure 1: (a) Blocking sets satisfying Lemma 4 for $n=6$ and $\boldsymbol{\rho}=(1,2,3,4,5,0)$, shown by concatenating their elements for compactness, and (b) the corresponding multigraph. Vertex $i$ in the graph is labeled $i$ and drawn in color $i$. For $i, j, k \in[n]$, an edge $\{j, k\}$ of color $i$ exists if and only if $k \in S_{i j}^{0}$ (and thus also $j \in S_{i k}^{0}$ ).

Lemma 3. There exist $g:\{0,1\}^{4} \rightarrow \mathcal{P}_{4}$ and $\boldsymbol{\rho} \in R_{4}$ satisfying Conditions (i)-(iii) of Lemma 2.
For $n \geq 5, g$ is constructed in a uniform way. Each agent $j \in[n]$ has a default position, which is equal to $j$. For each pair of distinct agents $i, j$ and each message $b \in\{0,1\}$, we define a blocking set $S_{i j}^{b} \subset[n] \backslash\{i, j\}$ of positions that $i$ blocks for $j$ by sending $b$ to the mechanism. For an agent $j$ and a message profile $\mathbf{b}$, a position is unblocked if it is not contained in any of the blocking sets $S_{i j}^{b}$ for $i \in[n] \backslash\{j\}$. We note that for each agent $j$ the default position $j$ is always unblocked, and will define the blocking sets in such a way that at most one additional position is unblocked for $j$ for any message profile. We then assign each agent to an unblocked position, giving preference to positions other than the default ones: for a given message profile, if an agent has an unblocked position other than its default position, we assign it to that position; otherwise, we assign it to its default position. To obtain a well-defined mechanism we must guarantee for every message profile that each position is assigned to only one agent. Individual full rank requires that for every pair of an agent and a position, the position is unblocked for the agent for some message profile of the other agents. Monotonicity finally requires that the positions agent $i$ blocks from agent $\rho_{i}$ by sending message 0 have smaller indices than those it blocks by sending message 1 .

An example of blocking sets satisfying these conditions for $n=6$ and $\rho=(1,2,3,4,5,0)$ is shown in Part (a) of Figure 1. For instance, for profile $\mathbf{b}=(0,0,1,1,1,0), S_{1,0}^{0}=\{2,4\}$, $S_{2,0}^{1}=\{1,4,5\}, S_{3,0}^{1}=\{1,2\}, S_{4,0}^{1}=\{2\}$, and $S_{5,0}^{0}=\emptyset$, so the set of positions blocked for agent 0 is $S_{1,0}^{0} \cup S_{2,0}^{1} \cup S_{3,0}^{1} \cup S_{4,0}^{1} \cup S_{5,0}^{0}=\{1,2,4,5\}$. This leaves position 3 unblocked, in addition to agent 0 's default position 0 , and agent 0 is assigned position 3. Analogously, for the other agents,

$$
\begin{gathered}
\bigcup_{i \in[6] \backslash\{1\}} S_{i 1}^{b_{i}}=\{0,2,3,4,5\}, \quad \bigcup_{i \in[6] \backslash\{2\}} S_{i 2}^{b_{i}}=\{0,1,3,5\}, \quad \bigcup_{i \in[6] \backslash\{3\}} S_{i 3}^{b_{i}}=\{1,2,4,5\}, \\
\bigcup_{i \in[6] \backslash\{4\}} S_{i 4}^{b_{i}}=\{0,1,3,5\}, \quad \bigcup_{i \in[6] \backslash\{5\}} S_{i 5}^{b_{i}}=\{0,1,2,3,4\},
\end{gathered}
$$

so $g(\mathbf{b})=\left(\begin{array}{llllll}3 & 1 & 4 & 0 & 2 & 5\end{array}\right)$. If $b^{\prime}=1$, then $g\left(b^{\prime}, \mathbf{b}_{-1}\right)=\left(\begin{array}{lllll}0 & 1 & 2 & 3 & 4\end{array}\right)$, which does not move agent 2 down and is thus compatible with monotonicity.

In the example, a unique choice was available for the position of each agent, and no position was assigned more than once. In addition, we observed a particular change of message compatible with monotonicity. The following lemma establishes that blocking sets as in the example exist more generally, and provides sufficient conditions for the resulting mechanisms to be well-defined and satisfy impartiality, individual full rank, and monotonicity.

Lemma 4. Let $n \geq 5$. Then there exist $\boldsymbol{\rho} \in R_{n}$ and sets $S_{i j}^{b} \subset[n] \backslash\{i, j\}$ for all $i, j \in[n]$ with $i \neq j$ and $b \in\{0,1\}$ such that the following hold:
(i) for every $i, j \in[n]$ with $i \neq j, S_{i j}^{0} \cap S_{i j}^{1}=\emptyset$ and $S_{i j}^{0} \cup S_{i j}^{1}=[n] \backslash\{i, j\}$;
(ii) for every $j \in[n]$ and $\mathbf{b} \in\{0,1\}^{n},\left|\bigcup_{i \in[n] \backslash\{j\}} S_{i j}^{b_{i}}\right| \in\{n-2, n-1\}$;
(iii) for every $j \in[n]$ and $\mathbf{b} \in\{0,1\}^{n}$, if $\bigcup_{i \in[n] \backslash\{j\}} S_{i j}^{b_{i}}=[n] \backslash\{j\}$, then for every $j^{\prime} \in[n] \backslash\{j\}$ it holds that $j \in \bigcup_{i \in[n] \backslash\left\{j^{\prime}\right\}} S_{i j^{\prime}}^{b_{i}} ;$
(iv) for every $j, k \in[n]$ with $j \neq k$ and $\mathbf{b} \in\{0,1\}^{n}$, if $\bigcup_{i \in[n] \backslash\{j\}} S_{i j}^{b_{i}}=[n] \backslash\{j, k\}$, then for every $j^{\prime} \in[n] \backslash\{j, k\}$ it holds that $k \in \bigcup_{i \in[n] \backslash\left\{j^{\prime}\right\}} S_{i j^{\prime}}^{b_{i}}$; and
(v) for every $i \in[n], S_{i \rho_{i}}^{0}=\left\{k \in[n] \backslash\{i\}: k<\rho_{i}\right\}$ and $S_{i \rho_{i}}^{1}=\left\{k \in[n] \backslash\{i\}: k>\rho_{i}\right\}$.

We defer the proof of the lemma to Appendix B. 3 but briefly explain the main ideas here. Condition (i) states that an agent never blocks its own default position for any of the other agents, and for each of the other agents blocks each remaining position by exactly one of its two messages. We will in fact achieve this in a symmetric way, by guaranteeing that agent $i$ blocks position $k$ from agent $j$ if and only if it blocks position $j$ from agent $k$. This immediately implies Condition (iii), since whenever every position $k \in[n] \backslash\{j\}$ is blocked for $j$, position $j$ is then blocked for every agent other than $j$. It also makes agents and positions interchangeable, so that Conditions (ii) and (iv) become equivalent: no position is unblocked for more than one agent other than the agent whose default position it is if and only if no agent has more than one unblocked position other than its default position. Condition (v) ensures that each agent $i$ blocks, for agent $\rho_{i}$, all positions with a higher index than the default position of that agent by sending message 0 , and all positions with a lower index than the default position by sending message 1 ; this turns out to be sufficient for Condition (iii) of Lemma 2.

To prove the lemma we establish a correspondence between the blocking sets of each agent $i$ when it sends message 0 and edges of color $i$ in a multigraph in which vertices correspond to agents. Specifically, an edge of color $i$ between vertices $j$ and $k$ corresponds to agent $i$ blocking position $k$ from agent $j$ (and position $j$ from agent $k$ ) when sending message 0 . We then show that the existence of blocking sets satisfying Conditions (ii) and (iv) is equivalent to the existence of a multigraph avoiding certain subgraphs, namely triples of vertices $(i, j, k)$ such that for every color different from $i, j$, and $k$, we have either both edges of the path $(i, j, k)$ or none of them. Condition (v) finally becomes a condition on the existence or non-existence of certain edges: for $j \neq i$, there is an edge $\left\{j, \rho_{i}\right\}$ of color $i$ if and only if $j<\rho_{i}$. Existence of the graphs in question is shown using a probabilistic argument and the Lovász local lemma, along with explicit constructions for small values of $n$. By a result of Chandrasekaran et al. [2013], the graphs can be found efficiently. Part (b) of Figure 1 shows the multigraph corresponding to the blocking sets in Part (a) of that figure.

Lemma 4 in hand, we are ready to prove Theorem 1. This proof is deferred to Appendix B. 4 and follows from showing that the mechanism $g$ described above, given blocking sets satisfying the conditions of Lemma 4, is well-defined and guaranteed to fulfill the conditions of Lemma 2. On
an intuitive level, Condition (ii) of Lemma 4 ensures that at most one position is unblocked for each agent in addition to its default position; Conditions (iii) and (iv) of this lemma ensure to assign all agents to different positions. These facts guarantee that the mechanism is well-defined. Condition (i) of Lemma 2, guaranteeing impartiality of the obtained mechanism, follows directly from its definition, since the position of each agent is fully determined by the positions blocked by other agents and its own ranking plays no role in this matter, while Condition (iii) of this lemma is proven by a careful analysis of the unblocked positions of $\rho_{i}$ when each agent $i$ switches its own message, using Condition (v) of Lemma 4. Finally, to prove Condition (ii) of Lemma 2 we use the structure of the blocking sets given by Condition (i) of Lemma 4 and construct, for each agent $j$ and position $k$, a profile for which agent $j$ ends up in position $k$ of the output ranking. When $k \neq j$, this is achieved by simply taking, for each agent other than $j$ and $k$, the message for which that agent does not block position $k$. When $k=j$, we construct the profile inductively by picking, for each agent other than $j$ and $k$, a message that strictly increases the size of the set of positions that are blocked for agent $j$; in the end all positions except its default position are blocked for agent $j$, and it is assigned the default position.

We do not know whether there exists a mechanism satisfying impartiality, monotonicity, and non-imposition, but the construction of such a mechanism would require new techniques. Nonimposition in particular means that there are $n!$ distinct output rankings. This in turn requires $\Omega(n)$ messages per agent, making monotonicity much more difficult to control than for the mechanisms with two messages per agent we have constructed above.

## 4 Weak Unanimity

We have shown the existence of an impartial and monotone mechanism that allows every agent to appear in every position of the output ranking. By dropping monotonicity it is possible to increase expressiveness further, and guarantee that an arbitrary ranking is produced as the output if all agents agree on that ranking.

Theorem 2. Let $n \geq 5$. Then there exists an $n$-ranking mechanism that satisfies impartiality and weak unanimity.

To prove this result we construct a mechanism that only takes into account the input rankings of three decisive agents, which for simplicity we associate with indices 0,1 , and 2 . The position of each decisive agent in the output ranking is determined by the other two decisive agents, and the position of all other agents is determined by the decisive agents. Impartiality thus follows by construction. Weak unanimity leads to the following requirements: whenever two decisive agents agree on a ranking, the third decisive agent is ranked in the position in which it appears in that ranking; and whenever all three decisive agents agree on a ranking, all other agents are ranked in the positions in which they appear in that ranking. The difficulty, of course, is to meet these requirements while ensuring that each position is assigned to only one agent.

The requirements can be expressed more conveniently as a coloring problem. The goal will be to construct, for some $m \in \mathbb{N}$, three $m \times m$ matrices with entries in $[n]$. Values on the diagonals are given, and the values in column $p \in[m]$ of each matrix may not intersect with those in row $p$ of the next matrix. Formally, for $n, m \in \mathbb{N}$ and vectors $\mathbf{d}^{0}, \mathbf{d}^{1}, \mathbf{d}^{2} \in[n]^{m}$, let $\mathcal{A}(n, m, \mathbf{d})$ be the set


Figure 2: Part (a) illustrates a triple $\left(\mathbf{A}^{0}, \mathbf{A}^{1}, \mathbf{A}^{2}\right) \in \mathcal{A}(5,5, \mathbf{d})$ with $d_{p}^{i}=p+{ }_{5} i$ for $i \in\{0,1,2\}$ and $p \in[5]$, and colors representing the values $\ell \in\{0,1,2,3,4\}$. Observe that the colors in the $p$ th column of each matrix $\mathbf{A}^{i}$ do not appear in the $p$ th row of the matrix $\mathbf{A}^{i+31}$. Part (b) illustrates a way of coloring these matrices that is used in the proof of Lemma 5. For each matrix $\mathbf{A}^{i}$, each column is assigned a set of colors given by a hyperedge of the corresponding hypergraph below the matrix, and the $p$ th row is assigned the colors that do not appear in the $p$ th column of the matrix $\mathbf{A}^{i-3^{1}}$. Each cell is then colored with any color assigned to both its row and its column.
of tuples $\left(\mathbf{A}^{0}, \mathbf{A}^{1}, \mathbf{A}^{2}\right)$, where $\mathbf{A}^{0}, \mathbf{A}^{1}, \mathbf{A}^{2} \in[n]^{m \times m}$ are such that

$$
\begin{align*}
& A_{p p}^{i}=d_{p}^{i} \text { for every } i \in\{0,1,2\} \text { and } p \in[m],  \tag{1}\\
& A_{p q}^{i} \neq A_{q r}^{i+31} \text { for every } i \in\{0,1,2\} \text { and } p, q, r \in[m] . \tag{2}
\end{align*}
$$

An example for $n=m=5$, and diagonals $d_{p}^{i}=p+{ }_{5} i$ for $i \in\{0,1,2\}$ and $p \in$ [5], is shown in Part (a) of Figure 2.

It turns out that $\mathcal{A}(n, m, \mathbf{d})$ is nonempty whenever $n \geq 5$ and the respective $p$ th entries of the vectors $\mathbf{d}^{0}, \mathbf{d}^{1}$, and $\mathbf{d}^{2}$ do not coincide for any $p \in[m]$.

Lemma 5. Let $n \in \mathbb{N}$ with $n \geq 5, m \in \mathbb{N}$. Let $\mathbf{d}^{0}, \mathbf{d}^{1}, \mathbf{d}^{2} \in[n]^{m}$ such that $d_{p}^{i} \neq d_{p}^{j}$ for every $i, j \in\{0,1,2\}$ with $i \neq j$ and every $p \in[m]$. Then $\mathcal{A}(n, m, \mathbf{d}) \neq \emptyset$.

The proof of the lemma is given in Appendix C.1. It proceeds by defining, for each row and column of each matrix, a feasible set of values for that row or column. The non-intersection constraint (2) is achieved by defining the feasible set for the $p$ th row of a matrix $\mathbf{A}^{i}$ as the complement
of the feasible set for the $p$ th column of the previous matrix, $\mathbf{A}^{i-31}$. For each entry of each matrix, a value is then chosen from the intersection of the feasible set for its row and the feasible set for its column. Nonemptiness of the intersection of the feasible sets for each row and column of the same matrix turns out to be equivalent to the condition that none of the feasible sets for columns of matrix $\mathbf{A}^{i}$ is a subset of any of the feasible sets for columns of matrix $\mathbf{A}^{i-31}$. An illustration of this condition for the example in Part (a) of Figure 2 is shown in Part (b) of that figure.

The proof of Theorem 2, which can be found in Appendix C.2, defines a mechanism that places each agent $i \in\{0,1,2\}$ in a position of the output ranking given by an entry of matrix $\mathbf{A}^{i}$. We take $m=n$ !, and associate each row of $\mathbf{A}^{i}$ with an input ranking of agent $i+{ }_{3} 1$ and each column of $\mathbf{A}^{i}$ with an input ranking of agent $i+{ }_{3} 2$. Rankings are associated with rows and columns in a symmetric way across agents, so that the position of agent $i$ is given by a value on the diagonal of $\mathbf{A}^{i}$ when the other two decisive agents agree on a ranking. To enable weak unanimity, the value on the diagonal is set to the position of agent $i$ in the agreed ranking. The position of a non-decisive agent $i \in[n] \backslash\{0,1,2\}$ is determined by a function $g_{i}:[n!]^{3} \rightarrow[n]$, such that the agent is ranked in position $g_{i}(p, q, r)$ when the input rankings of the three decisive agents are given by $p, q$, and $r$. This is done in such a way that whenever the decisive agents agree on a ranking all non-decisive agents, and indeed all agents, are placed in the same position as in that ranking. Weak unanimity thus holds. Impartiality for each decisive agent holds because its position is determined by the other two decisive agents, impartiality for non-decisive agents because they have no influence on the outcome.

The fact that the mechanism determines the output ranking from the input rankings of only three agents makes it more convenient to describe and analyze. It means, however, that the mechanism violates a property Holzman and Moulin [2013] call no dummy, which requires every agent to be able to influence the output ranking for some profile of input rankings of the other agents. When $n \geq 6$, no dummy can easily be achieved without sacrificing any of the other properties: for any profile of input rankings, assign positions to the three decisive agents as before; let $i_{0}$ be the agent assigned the highest position among non-decisive agents, and let $i_{1}$ and $i_{2}$ be the next two non-decisive agents according to some fixed ordering; now assign positions to non-decisive agents as before, but make the relative order of $i_{1}$ and $i_{2}$ the same as their relative order in the input ranking of $i_{0}$.

## 5 Impossibility Results

We conclude by showing that our positive results do not leave much room for improvement. We have seen that for $n \geq 4$, impartiality is compatible with monotonicity and individual full rank. The requirement that $n \geq 4$ is necessary, as for all non-trivial $n<4$ individual full rank alone is incompatible with impartiality.

Theorem 3. For $n \in\{2,3\}$, there does not exist an n-ranking mechanism that satisfies impartiality and individual full rank.

The proof of this theorem can be found in Appendix D.1. It is straightforward for $n=2$. For $n=3$, we show that an impartial mechanism that produces a particular ranking $\pi$ for some ranking profile cannot for some other ranking profile produce a cyclic shift of $\pi$; it follows that an impartial mechanism can produce at most two distinct rankings, which stands in sharp contrast to individual full rank.

When $n \geq 5$ impartiality is compatible with weak unanimity, which is stronger than individual full rank. Weak unanimity cannot be strengthened further to unanimity, since the latter is incompatible with impartiality for all non-trivial $n$.

Theorem 4. For $n \in \mathbb{N}$ with $n \geq 2$, there does not exist an n-ranking mechanism that satisfies impartiality and unanimity.

We defer the proof to Appendix D. 2 but briefly explain the underlying ideas. The proof proceeds in a similar way as some proofs of Arrow's impossibility, for example one by Geanakoplos [2005]. It starts from a profile in which every agent casts the ranking ( $12 \cdots n-10$ ), which by unanimity must also be the output ranking. Agents from $n-1$ to 1 then change, one by one, to the identity ranking ( $\left.01 \begin{array}{lll}0 & n-2 & n-1\end{array}\right)$ by moving agent 0 from the last position of their ranking to the first. By impartiality and unanimity, when agents $k, k+1, \ldots, n-1$ have changed their input ranking, the positions of agents $1,2, \ldots, k$ in the output ranking remain unchanged. Thus agent 1 remains in the first position when all agents except agent 0 have changed their input ranking, and by impartiality agent 0 is not in the first position after all agents have changed their input ranking. This is a contradiction to unanimity.

Theorem 3 leaves open the possibility of a 4-ranking mechanism satisfying impartiality and weak unanimity, but we can show computationally that such a mechanism does not exist. This is done by writing the axioms for a set of rank profiles as linear constraints, and finding a small set of rank profiles for which these constraints are infeasible. The counterexample is large, so we do not reproduce it here.

## A Deferred Proofs from Section 2

## A. 1 Proof of Lemma 1

Let $n \in \mathbb{N}$ with $n \geq 2$, and let first $f$ be an $n$-ranking mechanism satisfying unanimity. Let $\boldsymbol{\pi} \in \mathcal{P}_{n}^{n}$ be such that there is some $\hat{\pi} \in \mathcal{P}_{n}$ with $\pi_{i}=\hat{\pi}$ for every $i \in[n]$. Denoting $\hat{\pi}=\left(\begin{array}{llll}j_{0} & j_{1} & \ldots & j_{n-1}\end{array}\right)$, we have that for every $k, \ell \in[n]$ with $k<\ell, \pi_{i}^{-1}\left(j_{k}\right)<\pi_{i}^{-1}\left(j_{\ell}\right)$ for every $i \in[n]$. Therefore, the fact of $f$ satisfying unanimity implies $(f(\boldsymbol{\pi}))^{-1}\left(j_{k}\right)<(f(\boldsymbol{\pi}))^{-1}\left(j_{\ell}\right)$ for every $k, \ell \in[n]$ with $k<\ell$. We conclude that $f(\boldsymbol{\pi})=\left(\begin{array}{llll}j_{0} & j_{1} & \ldots & j_{n-1}\end{array}\right)=\hat{\pi}$, thus $f$ satisfies weak unanimity.

Let now $f$ be an $n$-ranking mechanism satisfying weak unanimity and let $j, k \in[n]$ be arbitrary. Defining $\hat{\pi} \in \mathcal{P}_{n}$ as a ranking with $\hat{\pi}(k)=j$ and $\boldsymbol{\pi} \in \mathcal{P}_{n}^{n}$ as the ranking profile with $\pi_{i}=\hat{\pi}$ for every $i \in[n]$, we have from the fact of $f$ satisfying weak unanimity that $f(\boldsymbol{\pi})=\hat{\pi}$ so, in particular, $(f(\boldsymbol{\pi}))(k)=j$. We conclude that $f$ satisfies individual full rank.

## B Deferred Proofs from Section 3

## B. 1 Proof of Lemma 2

Let $n \geq 4$ and consider $g$ and $\boldsymbol{\rho}$ as defined in the statement of the lemma. In a slight abuse of notation, for $i \in[n], \boldsymbol{\pi} \in \mathcal{P}_{n}^{n}$, and $\tilde{\pi} \in \mathcal{P}_{n}$, we use $g\left(\chi_{i}\left(\tilde{\pi}, \rho_{i}\right), \boldsymbol{\chi}_{-i}\left(\boldsymbol{\pi}_{-i}, \boldsymbol{\rho}_{-i}\right)\right)$ to denote

$$
g\left(\chi_{0}\left(\pi_{0}, \rho_{0}\right), \chi_{1}\left(\pi_{1}, \rho_{1}\right), \ldots, \chi_{i-1}\left(\pi_{i-1}, \rho_{i-1}\right), \chi_{i}\left(\tilde{\pi}, \rho_{i}\right), \chi_{i+1}\left(\pi_{i+1}, \rho_{i+1}\right), \ldots, \chi_{n-1}\left(\pi_{n-1}, \rho_{n-1}\right)\right)
$$

To see that $f_{g, \boldsymbol{\rho}}$ is impartial, fix $i \in[n], \boldsymbol{\pi} \in \mathcal{P}_{n}^{n}$, and $\tilde{\pi} \in \mathcal{P}_{n}$ arbitrarily. We have that

$$
\begin{aligned}
\left(f_{g, \boldsymbol{\rho}}(\boldsymbol{\pi})\right)^{-1}(i) & =\left(g\left(\chi_{i}\left(\pi_{i}, \rho_{i}\right), \boldsymbol{\chi}_{-i}\left(\boldsymbol{\pi}_{-i}, \boldsymbol{\rho}_{-i}\right)\right)\right)^{-1}(i) \\
& =\left(g\left(\chi_{i}\left(\tilde{\pi}, \rho_{i}\right), \boldsymbol{\chi}_{-i}\left(\boldsymbol{\pi}_{-i}, \boldsymbol{\rho}_{-i}\right)\right)\right)^{-1}(i) \\
& =\left(f_{g, \boldsymbol{\rho}}\left(\tilde{\pi}, \boldsymbol{\pi}_{-i}\right)\right)^{-1}(i),
\end{aligned}
$$

where the first and the last equality follow from the definition of $f_{g, \rho}$ and the second equality follows from Condition (i) in the statement of the lemma.

To see that $f_{g, \boldsymbol{\rho}}$ satisfies individual full rank, consider $j, k \in[n]$. We know from Condition (ii) in the statement of the lemma that there exists $\mathbf{b} \in\{0,1\}^{n}$ such that $(g(\mathbf{b}))(k)=j$. Define, for each $i \in[n], \pi_{i} \in \mathcal{P}_{n}$ such that $\pi_{i}^{-1}\left(\rho_{i}\right)<\pi_{i}^{-1}(i)$ if $b_{i}=1$ and $\pi_{i}^{-1}\left(\rho_{i}\right)>\pi_{i}^{-1}(i)$ otherwise. Then, for every $i \in[n]$ we have that $\chi_{i}\left(\pi_{i}, \rho_{i}\right)=b_{i}$ and thus $f_{g, \boldsymbol{\rho}}(\boldsymbol{\pi})=g(\boldsymbol{\chi}(\boldsymbol{\pi}, \boldsymbol{\rho}))=g(\mathbf{b})$. In particular, $\left(f_{g, \boldsymbol{\rho}}(\boldsymbol{\pi})\right)(k)=(g(\mathbf{b}))(k)=j$.

Finally, to see that $f_{g, \boldsymbol{\rho}}$ is monotone, fix $\boldsymbol{\pi} \in \mathcal{P}_{n}^{n}, i, j_{0} \in[n]$, and $\tilde{\pi} \in \mathcal{P}_{n}$ such that for all $j_{1} \in[n]$ and $j_{2} \in[n] \backslash\left\{j_{0}\right\}$,

$$
\begin{equation*}
\tilde{\pi}^{-1}\left(j_{1}\right)<\tilde{\pi}^{-1}\left(j_{2}\right) \quad \text { whenever } \quad \pi_{i}^{-1}\left(j_{1}\right)<\pi_{i}^{-1}\left(j_{2}\right) . \tag{3}
\end{equation*}
$$

If $\rho_{i} \neq j_{0}$, then (3) for both $\left(j_{1}, j_{2}\right)=\left(i, \rho_{i}\right)$ and $\left(j_{1}, j_{2}\right)=\left(\rho_{i}, i\right)$ yields $\chi_{i}\left(\tilde{\pi}, \rho_{i}\right)=\chi_{i}\left(\pi_{i}, \rho_{i}\right)$, thus

$$
\begin{aligned}
\left(f_{g, \boldsymbol{\rho}}\left(\tilde{\pi}, \boldsymbol{\pi}_{-i}\right)\right)^{-1}\left(j_{0}\right) & =\left(g\left(\chi_{i}\left(\tilde{\pi}, \rho_{i}\right), \boldsymbol{\chi}_{-i}\left(\boldsymbol{\pi}_{-i}, \boldsymbol{\rho}_{-i}\right)\right)\right)^{-1}\left(j_{0}\right) \\
& =\left(g\left(\chi_{i}\left(\pi_{i}, \rho_{i}\right), \boldsymbol{\chi}_{-i}\left(\boldsymbol{\pi}_{-i}, \boldsymbol{\rho}_{-i}\right)\right)\right)^{-1}\left(j_{0}\right) \\
& =\left(f_{g, \boldsymbol{\rho}}(\boldsymbol{\pi})\right)^{-1}\left(j_{0}\right),
\end{aligned}
$$



Figure 3: Matrix of values of the function $g:\{0,1\}^{4} \rightarrow \mathcal{P}_{4}$ used in the proof of Lemma 3. Each entry of the matrix is equal to $g(\mathbf{b})$ for some $\mathbf{b} \in\{0,1\}^{n}$, where $b_{i}$ is indicated by an arrow with label $i$ at the center and values 0 and 1 at either end. Thus, for example, $g(0,1,0,0)=\left(\begin{array}{llll}0 & 3 & 1 & 2\end{array}\right)$ and $g(1,0,0,1)=\left(\begin{array}{lll}3 & 1 & 0\end{array} 2.2\right.$.
and monotonicity holds trivially in this case. If $\rho_{i}=j_{0}$, we know that, if $\pi_{i}^{-1}\left(\rho_{i}\right)<\pi_{i}^{-1}(i)$, then $\tilde{\pi}^{-1}\left(\rho_{i}\right)<\tilde{\pi}^{-1}(i)$, thus $\chi_{i}\left(\tilde{\pi}, \rho_{i}\right) \geq \chi_{i}\left(\pi_{i}, \rho_{i}\right)$. This implies that

$$
\begin{aligned}
\left(f_{g, \boldsymbol{\rho}}\left(\tilde{\pi}, \boldsymbol{\pi}_{-i}\right)\right)^{-1}\left(j_{0}\right) & =\left(g\left(\chi_{i}\left(\tilde{\pi}, \rho_{i}\right), \boldsymbol{\chi}_{-i}\left(\boldsymbol{\pi}_{-i}, \boldsymbol{\rho}_{-i}\right)\right)\right)^{-1}\left(j_{0}\right) \\
& \leq\left(g\left(\chi_{i}\left(\pi_{i}, \rho_{i}\right), \boldsymbol{\chi}_{-i}\left(\boldsymbol{\pi}_{-i}, \boldsymbol{\rho}_{-i}\right)\right)\right)^{-1}\left(j_{0}\right) \\
& =\left(f_{g, \boldsymbol{\rho}}(\boldsymbol{\pi})\right)^{-1}\left(j_{0}\right)
\end{aligned}
$$

where the inequality follows from Condition (iii) in the statement of the lemma. This concludes the proof of monotonicity and the proof of the lemma.

## B. 2 Proof of Lemma 3

Let $\boldsymbol{\rho}=(1,0,1,0) \in R_{4}$, and let $g:\{0,1\}^{4} \rightarrow \mathcal{P}_{4}$ be defined as shown in Figure 3. The fact that $g$ satisfies Conditions (i) and (iii) in the statement of Lemma 2 follows from the fact that, for every $i \in\{0,1,2,3\}$ and $\mathbf{b} \in\{0,1\}^{4}$, we have $\left(g\left(0, \mathbf{b}_{-i}\right)\right)^{-1}(i)=\left(g\left(1, \mathbf{b}_{-i}\right)\right)^{-1}(i)$ and $\left(g\left(1, \mathbf{b}_{-i}\right)\right)^{-1}\left(\rho_{i}\right) \leq$ $\left(g\left(0, \mathbf{b}_{-i}\right)\right)^{-1}\left(\rho_{i}\right)$. These facts are easy to check from the matrix; Table 1 shows them explicitly for $i=0$.

Finally, Condition (ii) follows from the fact for each $j, k \in\{0,1,2,3\}$, there exists $\mathbf{b} \in\{0,1\}^{4}$ such that $(g(\mathbf{b}))(k)=j$. For example, for $j=0$ we have $(g(0,1,0,0))(0)=0,(g(0,0,1,1))(1)=0$, $(g(0,0,0,1))(2)=0$, and $(g(0,0,0,0))(3)=0$. This is easily checked in an analogous way for the other agents, which concludes the proof of the lemma.

## B. 3 Proof of Lemma 4

In order to prove Lemma 4, we start by showing the existence of vectors $\rho \in R_{n}$ and colored multigraphs satisfying certain joint properties, and then conclude the lemma by appropriately defining the blocking sets given such vector and multigraph. To do so, we introduce the family of undirected multigraphs

$$
\mathcal{G}_{n}=\left\{G=(N, E): N=[n], E=\bigcup_{i \in N} E_{i}, E_{i} \subseteq\left\{\{j, k\} \in 2^{[n] \backslash\{i\}}: j \neq k\right\} \text { for each } i \in N\right\},
$$

| $b_{1}$ | $b_{2}$ | $b_{3}$ | $\left(g\left(0, \mathbf{b}_{-0}\right)\right)^{-1}(0)$ | $\left(g\left(1, \mathbf{b}_{-0}\right)\right)^{-1}(0)$ | $\left(g\left(0, \mathbf{b}_{-0}\right)\right)^{-1}(1)$ | $\left(g\left(1, \mathbf{b}_{-0}\right)\right)^{-1}(1)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 3 | 3 | 2 | 2 |
| 0 | 0 | 1 | 2 | 2 | 3 | 1 |
| 0 | 1 | 0 | 3 | 3 | 1 | 0 |
| 0 | 1 | 1 | 1 | 1 | 3 | 0 |
| 1 | 0 | 0 | 0 | 0 | 2 | 2 |
| 1 | 0 | 1 | 0 | 0 | 3 | 1 |
| 1 | 1 | 0 | 2 | 2 | 1 | 0 |
| 1 | 1 | 1 | 1 | 1 | 3 | 0 |

Table 1: Position of agents 0 and $\rho_{0}=1$ given by $g(\mathbf{b})$ for each profile $\mathbf{b} \in\{0,1\}^{4}$, where $g$ is defined as in the proof of Lemma 3. The fourth and fifth columns show that $g$ satisfies Condition (i) in the statement of Lemma 2 for $i=0$ since the position of 0 does not change for a given vector $\mathbf{b}_{-0}$; the last two columns show that $g$ satisfies Condition (iii) in the statement of Lemma 2 for $i=0$ since, for a given vector $\mathbf{b}_{-0}, \rho_{0}$ does not move below in the output ranking when switching from $\left(0, \mathbf{b}_{-0}\right)$ to $\left(1, \mathbf{b}_{-0}\right)$.
where each vertex $i \in N=[n]$ is associated to a set of undirected edges $E_{i}$ not including $i$; we say that such edges have color $i$. For $G=(N, E) \in \mathcal{G}_{n}$ and $i, j \in N$, we let $N_{i}(j, G)=\{k \in N:\{j, k\} \in$ $\left.E_{i}\right\}$ denote the neighbors of $j$ in $G$ with edges of color $i$. We obtain the following lemma.

Lemma 6. Let $n \in \mathbb{N}$ with $n \geq 5$. Then, there exists $\boldsymbol{\rho} \in R_{n}$ and $G=(N, E) \in \mathcal{G}_{n}$ such that
(i) for every $i \in N, N_{i}\left(\rho_{i}, G\right)=\left\{j \in N \backslash\{i\}: j<\rho_{i}\right\}$;
(ii) for every $k \in N$ and $j, \ell \in N \backslash\{k\}$ with $j \neq \ell$, there exists $i \in N \backslash\{j, k, \ell\}$ such that $\left|N_{i}(k, G) \cap\{j, \ell\}\right|=1$.

Proof. Let $n \in \mathbb{N}$ with $n \geq 11, N=[n]$, and $\boldsymbol{\rho} \in R_{n}$ defined as $\rho_{i}=i+{ }_{n} 1$ for every $i \in[n]$. We show the existence of $G=(N, E) \in \mathcal{G}_{n}$ satisfying Conditions (i)-(ii) in the statement of the lemma via a probabilistic argument. More specifically, we will randomly define the additional edges of a multigraph satisfying Condition (i) and show that with strictly positive probability the multigraph satisfies Condition (ii) as well.

We construct a multigraph with an algorithm that first fixes, for each $i$, the edges of color $i$ incident to the vertex $\rho_{i}$ as stated in Condition (i), and then draws every other edge with probability $1 / 2$, independently of any other event. This algorithm, which we call RandomMultigraph and takes $n$ and $\rho$ as input, is formally described as algorithm 1 . We now let $G=(N, E)=$ RandomMultigraph $(n, \boldsymbol{\rho})$ and claim that $\boldsymbol{\rho}$ and $G$ satisfy Conditions (i)-(ii) in the statement of the lemma with strictly positive probability.

The fact that $G \in \mathcal{G}_{n}$ follows by construction, since for every $i \in N$ and $e \in E_{i}$ we have that $e \cap\{i\}=\emptyset$. Condition (i) is satisfied by construction as well, since for every $i \in N$ the algorithm sets $\left\{\left(\rho_{i}, j\right): j \in N \backslash\{i\}, j<\rho_{i}\right\}$ as a subset of $E_{i}$ and no other edges containing $\rho_{i}$ are added to $E_{i}$. To see that Condition (ii) is satisfied with positive probability, for each $k \in N$ and $j, \ell \in N \backslash\{k\}$ with $j<\ell$ we define the event

$$
A_{j k \ell}=\bigcap_{i \in N \backslash\{j, k, \ell\}}\left(\left|E_{i} \cap\{\{j, k\},\{k, \ell\}\}\right| \neq 1\right),
$$

corresponding to the fact that Condition (ii) fails for these values of $j, k$, and $\ell$. We observe that

```
Algorithm 1: RandomMultigraph \((n, \rho)\)
    Input: \(n \in \mathbb{N}\) with \(n \geq 11, \boldsymbol{\rho} \in R_{n}\)
    Output: multigraph \((N, E) \in \mathcal{G}_{n}\)
    Let \(N=[n]\);
    for \(i \in N\) do
        \(E_{i} \leftarrow\left\{\left\{\rho_{i}, j\right\}: j \in N \backslash\{i\}, j<\rho_{i}\right\} ;\)
        for \(e \in 2^{N \backslash\left\{i, \rho_{i}\right\}}\) with \(|e|=2\) do
            sample \(\xi(i, e) \sim \operatorname{Bernoulli}(1 / 2)\) independently of other samples;
            if \(\xi(i, e)=1\) then
                \(E_{i} \leftarrow E_{i} \cup\{e\}\)
            end
        end
    end
    return \((N, E)\)
```

for every $k \in N$ and every $j, \ell \in N \backslash\{k\}$ with $j<\ell$, we have that

$$
\begin{align*}
\mathbb{P}\left[A_{j k \ell}\right] & \leq \mathbb{P}\left[\bigcap_{i \in N \backslash\left\{j, k, \ell, k-{ }_{n} 1\right\}}\left(\left|E_{i} \cap\{\{j, k\},\{k, \ell\}\}\right| \neq 1\right)\right] \\
& =\prod_{i \in N \backslash\{j, k, \ell, k-n 1\}} \mathbb{P}\left[\left|E_{i} \cap\{\{j, k\},\{k, \ell\}\}\right| \neq 1\right] \\
& =\frac{1}{2^{n-4}} . \tag{4}
\end{align*}
$$

Indeed, the inequality holds since the event whose probability is computed on the left-hand side is a subset of that whose probability is computed on the right-hand side, and the first equality follows from the fact that $E_{i}$ is independently sampled for each $i \in N$. In order to show the last equality, we fix $k \in N$ and $j, \ell \in N \backslash\{k\}$ with $j<\ell$ arbitrarily, and first note that for a fixed $i \in N \backslash\left\{j, k, \ell, j-_{n} 1, k-_{n} 1, \ell-_{n} 1\right\}$ each of the sets $\{j, k\}$ and $\{k, \ell\}$ belong to $E_{i}$ if and only if the corresponding sample of $\xi$ is 1 , and $\left|E_{i} \cap\{\{j, k\},\{k, \ell\}\}\right| \neq 1$ if and only if either $\{j, k\} \in E_{i}$ and $\{k, \ell\} \in E_{i}$, or $\{j, k\} \notin E_{i}$ and $\{k, \ell\} \notin E_{i}$. Therefore, for $i \in N \backslash\left\{j, k, \ell, j{ }_{n} 1, k{ }_{n} 1, \ell-{ }_{n} 1\right\}$, the probability $\mathbb{P}\left[\left|E_{i} \cap\{\{j, k\},\{k, \ell\}\}\right| \neq 1\right]$ is simply

$$
\begin{aligned}
& \mathbb{P}[(\xi(i,\{j, k\})=1 \text { and } \xi(i,\{k, \ell\})=1) \text { or }(\xi(i,\{j, k\})=0 \text { and } \xi(i,\{k, \ell\})=0)] \\
& =\mathbb{P}[\xi(i,\{j, k\})=1] \mathbb{P}[\xi(i,\{k, \ell\})=1]+\mathbb{P}[\xi(i,\{j, k\})=0] \mathbb{P}[\xi(i,\{k, \ell\})=0] \\
& =\frac{1}{2} \cdot \frac{1}{2}+\frac{1}{2} \cdot \frac{1}{2}=\frac{1}{2} .
\end{aligned}
$$

On the other hand, when $i=j-{ }_{n} 1$ we have that $\{j, k\} \in E_{j-n} 1$ if and only if $k<j$. Therefore, if $k<j$ we have that $\left|E_{j-n 1} \cap\{\{j, k\},\{k, \ell\}\}\right| \neq 1$ if and only if $\{k, \ell\} \in E_{j-n 1}$ and thus

$$
\mathbb{P}\left[\left|E_{j-n} \cap\{\{j, k\},\{k, \ell\}\}\right| \neq 1\right]=\mathbb{P}\left[\xi\left(j-_{n} 1,\{k, \ell\}\right)=1\right]=\frac{1}{2},
$$

whereas if $k>j$ we have that $\left|E_{j-n} \cap\{\{j, k\},\{k, \ell\}\}\right| \neq 1$ if and only if $\{k, \ell\} \notin E_{j-n_{1}}$, so

$$
\mathbb{P}\left[\left|E_{j-n} \cap\{\{j, k\},\{k, \ell\}\}\right| \neq 1\right]=\mathbb{P}\left[\xi\left(j-{ }_{n} 1,\{k, \ell\}\right)=0\right]=\frac{1}{2} .
$$

The argument for $i=\ell-{ }_{n} 1$ is completely analogous and (4) follows.
We now fix an arbitrary vertex $k \in[n]$ and vertices $j, \ell \in[n] \backslash[k]$ with $j<\ell$, and observe that the event $A_{j k \ell}$ only depends on the realization of $\xi(i,\{j, k\})$ and $\xi(i,\{k, \ell\})$ for every $i \in[n] \backslash\{j, k, \ell\}$. Therefore, for another arbitrary vertex $k^{\prime} \in[n]$ and vertices $j^{\prime}, \ell^{\prime} \in[n] \backslash\left\{k^{\prime}\right\}$ with $j^{\prime}<\ell^{\prime}$ and such that $(j, k, \ell) \neq\left(j^{\prime}, k^{\prime}, \ell^{\prime}\right)$, the events $A_{j k \ell}$ and $A_{j^{\prime} k^{\prime} \ell^{\prime}}$ are independent unless

$$
\{\{j, k\},\{k, \ell\}\} \cap\left\{\left\{j^{\prime}, k^{\prime}\right\},\left\{k^{\prime}, \ell^{\prime}\right\}\right\} \neq \emptyset .
$$

A tuple $\left(j^{\prime}, k^{\prime}, \ell^{\prime}\right) \neq(j, k, \ell)$ with distinct elements and $j^{\prime}<\ell^{\prime}$ fulfills this inequality if either (a) $k^{\prime}=k, j \in\left\{j^{\prime}, \ell^{\prime}\right\}$, and $\ell \notin\left\{j^{\prime}, \ell^{\prime}\right\}$; (b) $k^{\prime}=k, \ell \in\left\{j^{\prime}, \ell^{\prime}\right\}$, and $j \notin\left\{j^{\prime}, \ell^{\prime}\right\}$; (c) $k^{\prime}=j$ and $k \in\left\{j^{\prime}, \ell^{\prime}\right\}$; or (d) $k^{\prime}=\ell$ and $k \in\left\{j^{\prime}, \ell^{\prime}\right\}$. (a) and (b) are fulfilled for $n-3$ such tuples each; (c) and (d) are fulfilled for $n-2$ tuples each. We conclude that the number of tuples $\left(j^{\prime}, k^{\prime}, \ell^{\prime}\right) \neq(j, k, \ell)$ with distinct elements and $j^{\prime}<\ell^{\prime}$ such that the events $A_{j^{\prime} k^{\prime} \ell^{\prime}}$ and $A_{j k \ell}$ are potentially correlated is $4 n-10$.

Condition (ii) is satisfied with strictly positive probability if

$$
\mathbb{P}\left[\bigcap_{k \in[n] j, \ell \in[n] \backslash\{k\}: j<\ell} \bigcap_{j k \ell}\left(\neg A_{j k \ell}\right)\right]>0 .
$$

By the Lovász local lemma [Erdos and Lovász, 1975, Spencer, 1977], along with (4) and the aforementioned bound on the number of correlated events, this holds as long as

$$
\begin{equation*}
h(n):=\frac{1}{2^{n-4}} e(4 n-9) \leq 1 . \tag{5}
\end{equation*}
$$

Observe that $h(11)=35 e / 128 \approx 0.743$ and that

$$
h^{\prime}(n)=16 e \frac{4-(4 n-9) \ln 2}{2^{n}},
$$

which is negative if $n \geq 1 / \ln 2+9 / 4 \approx 3.69$. We conclude that (5), and thus the lemma, hold for all $n \geq 11$.

Multigraphs satisfying Conditions (i)-(ii) for $n \in \mathbb{N}$ with $5 \leq n \leq 10$ are given in Figure 4 and Figure 5, which completes the proof.

A multigraph satisfying the conditions of Lemma 6 can be found in polynomial time. This follows from the work by Chandrasekaran et al. [2013] because the total number of events, the number of variables determining each event, and the size of the domain of each random variable are all polynomial, and because (5) can be strengthened to

$$
\frac{1}{2^{n-4}}(e(4 n-9))^{1+\varepsilon} \leq 1
$$

for some constant $\varepsilon>0$. Indeed, the number of events is equal to the number $n(n-1)(n-2) / 2$ of triples of vertices, each event is determined by the $2(n-3)$ colored edges that may or not be drawn for a given triple, and all random variables have domain $\{0,1\}$. When $\epsilon=1 / 100$, the stronger inequality still holds for $n \geq 11$.

We are now ready to prove Lemma 4.


Figure 4: Multigraphs satisfying the conditions stated in Lemma 6 for $n \in \mathbb{N}$ with $n \in\{5,6,7\}$. For each $n$ in this range, the multigraph $G=(N, E) \in \mathcal{G}_{n}$ is represented through $n$ graphs, each of them containing the edges $E_{i}$ for each $i \in[n]$, where $i$ is colored in light blue. Condition (i) follows from checking that the neighbors of $\rho_{i}$ in the $i$ th copy of each graph are exactly the vertices $j \in[n] \backslash\{i\}$ with $j<\rho_{i}$. Condition (ii) is guaranteed from the fact that for every $n$ and every triple $(j, k, \ell)$ of distinct vertices in $[n]$, there is a copy for which exactly one edge of the path $(j, k, \ell)$ is drawn. For $n=5, \boldsymbol{\rho}=(3,2,3,1,1)$; for $n \in\{6,7\}, \rho_{i}=i+{ }_{n} 1$ for each $i \in[n]$.


Figure 5: Multigraphs satisfying the conditions stated in Lemma 6 for $n \in \mathbb{N}$ with $n \in\{8,9,10\}$. The notation is the same as that used for Figure 4. For each $n \in\{8,9,10\}, \boldsymbol{\rho} \in R_{n}$ is given by $\rho_{i}=i+{ }_{n} 1$ for each $i \in[n]$.

Proof of Lemma 4. Consider $n \in \mathbb{N}$ with $n \geq 5$, and let $\rho \in R_{n}$ and $G=(N, E) \in \mathcal{G}(n)$ be such that Conditions (i)-(ii) in the statement of Lemma 6 are satisfied, whose existence is guaranteed by this lemma. We claim the result for $\rho$ and sets $S_{i j}^{b}$ for each $i, j \in[n]$ with $i \neq j$ and $b \in\{0,1\}$ defined as

$$
\begin{equation*}
S_{i j}^{0}=N_{i}(j, G) \text { and } S_{i j}^{1}=([n] \backslash\{i, j\}) \backslash N_{i}(j, G) \quad \text { for every } i, j \in[n] \text { with } i \neq j . \tag{6}
\end{equation*}
$$

We show in the following Properties (i)-(v) in the statement of the lemma.
Property (i) follows directly from the definition of the blocking sets in (6), together with the fact that $N_{i}(j, G) \cap\{i, j\}=\emptyset$ for every $i, j \in[n]$ with $i \neq j$ from the definition of $\mathcal{G}_{n}$.

To see Property (ii), we suppose for the sake of contradiction that there exists $j \in[n]$ and $\mathbf{b} \in\{0,1\}^{n}$ such that the set $\bigcup_{i \in[n] \backslash\{j\}} S_{i j}^{b_{i}}$ has size different from $n-2$ and $n-1$. Since Property (i) implies that $j$ does not belong to this set, we must have that $\left|\bigcup_{i \in[n] \backslash\{j\}} S_{i j}^{b_{i}}\right| \leq n-3$. Therefore, there are values $k, \ell \in[n] \backslash\{j\}$ with $k \neq \ell$ such that

$$
\begin{equation*}
S_{i j}^{b_{i}} \cap\{k, \ell\}=\emptyset \text { for every } i \in[n] \backslash\{j\} \tag{7}
\end{equation*}
$$

However, by Condition (ii) in Lemma 6 we have that there is $i \in[n] \backslash\{j, k, \ell\}$ such that $\mid N_{i}(j, G) \cap$ $\{k, \ell\} \mid=1$. Using the definition of the blocking sets in (6), this yields $\left|S_{i j}^{0} \cap\{k, \ell\}\right|=\left|S_{i j}^{1} \cap\{k, \ell\}\right|=1$, a contradiction to (7).

To see Property (iii), we first note that from the definition of the blocking sets in (6) we have that

$$
\begin{equation*}
\text { for every } i \in[n], b \in\{0,1\} \text {, and } j, k \in[n] \backslash\{i\} \text { with } j \neq k: k \in S_{i j}^{b} \Longleftrightarrow j \in S_{i k}^{b} \text {. } \tag{8}
\end{equation*}
$$

Let $j \in[n]$ and $\mathbf{b} \in\{0,1\}^{n}$ be such that $\bigcup_{i \in[n \backslash \backslash\{j\}} S_{i j}^{b_{i}}=[n] \backslash\{j\}$, and fix $j^{\prime} \in[n] \backslash\{j\}$ arbitrarily. Since $j^{\prime} \in \bigcup_{i \in[n] \backslash\{j\}} S_{i j}^{b_{i}}$ and $j^{\prime} \notin S_{j^{\prime} j}^{b_{j^{\prime}}}$ from the definition of $\mathcal{G}_{n}$, there exists $i^{\prime} \in[n] \backslash\left\{j, j^{\prime}\right\}$ such that $j^{\prime} \in S_{i^{\prime} j}^{b_{j}}$. By (8), this implies that $j \in S_{i^{\prime} j^{\prime}}^{b^{\prime}}$, thus $j \in \bigcup_{i \in[n] \backslash\left\{j^{\prime}\right\}} S_{i j^{\prime}}^{b_{i}}$.

To prove Property (iv), let $j, k \in[n]$ with $j \neq k$ and $\mathbf{b} \in\{0,1\}^{n}$ be such that $\bigcup_{i \in[n] \backslash\{j\}} S_{i j}^{b_{i}}=$ $[n] \backslash\{j, k\}$. This implies that $k \notin S_{i j}^{b_{i}}$ for every $i \in[n] \backslash\{j, k\}$. Take now $j^{\prime} \in[n] \backslash\{j, k\}$ arbitrarily and suppose, for the sake of contradiction, that for every $i \in[n] \backslash\left\{j^{\prime}, k\right\}$ we also have that $k \notin S_{i j^{\prime}}^{b_{i}}$. These two properties imply that, for every $i \in[n] \backslash\left\{j, j^{\prime}, k\right\}$ we have that $k \notin S_{i j}^{b_{i}} \cup S_{i j^{\prime}}^{b_{i}}$. Using the definition of the blocking sets in (6), this implies that either $k \in N_{i}(j, G) \cap N_{i}\left(j^{\prime}, G\right)$ or that $k \notin N_{i}(j, G) \cup N_{i}\left(j^{\prime}, G\right)$ for every $i \in[n] \backslash\left\{j, j^{\prime}, k\right\}$. This is equivalent to

$$
\begin{equation*}
\left|N_{i}(k, G) \cap\left\{j, j^{\prime}\right\}\right| \in\{0,2\} \text { for every } i \in[n] \backslash\left\{j, j^{\prime}, k\right\}, \tag{9}
\end{equation*}
$$

a contradiction to Condition (ii) in Lemma 6. We conclude that $k \in \bigcup_{i \in[n] \backslash\left\{j^{\prime}\right\}} S_{i j^{\prime}}^{b_{i}}$.
Finally, Property (v) follows directly from the definition of the blocking sets in (6) and Condition (i) in Lemma 6.

## B. 4 Proof of Theorem 1

Let $n \in \mathbb{N}$ with $n \geq 4$. If $n=4$ the result follows directly from Lemma 2 and Lemma 3 , so we assume $n \geq 5$ henceforth.

Consider $\boldsymbol{\rho} \in R_{n}$ and sets $S_{i j}^{b}$, for each $i, j \in[n]$ with $i \neq j$ and $b \in\{0,1\}$, satisfying Lemma 4. For a given message profile $\mathbf{b} \in\{0,1\}^{n}$, let $A_{j}\left(\mathbf{b}_{-j}\right)$ be the set of positions available for agent $j$, in addition to its default position $j$, i.e.,

$$
\begin{equation*}
A_{j}\left(\mathbf{b}_{-j}\right)=([n] \backslash\{j\}) \backslash \bigcup_{i \in[n] \backslash\{j\}} S_{i j}^{b_{j}} . \tag{10}
\end{equation*}
$$

Then, by Conditions (i) and (ii) of Lemma 4, for every $j \in[n]$ and $\mathbf{b} \in\{0,1\}^{n}$, either $A_{j}\left(\mathbf{b}_{-j}\right)=\{k\}$ for some $k \neq j$, or $A_{j}\left(\mathbf{b}_{-j}\right)=\emptyset$. Define $g:\{0,1\}^{n} \rightarrow \mathcal{P}_{n}$ such that for all $j \in[n]$ and $\mathbf{b} \in\{0,1\}^{n}$,

$$
(g(\mathbf{b}))^{-1}(j)= \begin{cases}k & \text { if } A_{j}\left(\mathbf{b}_{-j}\right)=\{k\},  \tag{11}\\ j & \text { if } A_{j}\left(\mathbf{b}_{-j}\right)=\emptyset\end{cases}
$$

We now claim the result for $f_{g, \boldsymbol{\rho}}$. By Lemma 2, it suffices to show that $g$ is well-defined, in the sense that $(g(\mathbf{b}))^{-1}$ is a bijection from $[n]$ to $[n]$ for every $\mathbf{b} \in\{0,1\}^{n}$, and that $g$ and $\boldsymbol{\rho}$ satisfy Conditions (i)-(iii) of the lemma. We show each of these in turn.

We start by showing that (11) defines a bijection between agents and positions, i.e., that $\left\{(g(\mathbf{b}))^{-1}(j): j \in[n]\right\}=[n]$ for every $\mathbf{b} \in\{0,1\}^{n}$. It is clear from (11) that $(g(\mathbf{b}))^{-1}(j) \in[n]$ for every $j \in[n]$ and $\mathbf{b} \in\{0,1\}^{n}$. Then, it remains to show that for every $j, k \in[n]$ and $\mathbf{b} \in\{0,1\}^{n}$ such that $(g(\mathbf{b}))^{-1}(j)=k$, it holds that $(g(\mathbf{b}))^{-1}\left(j^{\prime}\right) \neq k$ for all $j^{\prime} \in[n] \backslash\{j\}$. Let then $j, k \in[n]$ and $\mathbf{b} \in\{0,1\}^{n}$ be such that $(g(\mathbf{b}))^{-1}(j)=k$. We first consider the case where $k=j$. Then, by (10) and (11), $\bigcup_{i \in[n \backslash \backslash j\}} S_{i j}^{b_{i}}=[n] \backslash\{j\}$, and Condition (iii) of Lemma 4 implies that $k \in \bigcup_{i \in[n] \backslash\left\{j^{\prime}\right\}} S_{i j^{\prime}}^{b_{i}}$ for every $j^{\prime} \in[n] \backslash\{j\}$. Thus, by (10) and (11), $(g(\mathbf{b}))^{-1}\left(j^{\prime}\right) \neq k$. Now consider the case where $k \neq j$. Then, by (10) and (11), $\bigcup_{i \in[n] \backslash\{j\}} S_{i j}^{b_{i}}=[n] \backslash\{j, k\}$, and Condition (iv) of Lemma 4 implies that $k \in \bigcup_{i \in\left[n \backslash \backslash\left\{j^{\prime}\right\}\right.} S_{i j^{\prime}}^{b_{i}}$ for every $j^{\prime} \in[n] \backslash\{j, k\}$. Thus, by (10) and (11), $(g(\mathbf{b}))^{-1}\left(j^{\prime}\right) \neq k$.

That $g$ satisfies Condition (i) of Lemma 2 follows directly from (11), since $(g(\mathbf{b}))^{-1}(j)$ does not depend on $b_{j}$ for any $j \in[n]$ and $\mathbf{b} \in\{0,1\}^{n}$.

To see that $g$ satisfies Condition (ii) of Lemma 2, let $j, k \in[n]$ be arbitrary. We show that that there exists $\mathbf{b} \in\{0,1\}^{n}$ with $(g(\mathbf{b}))(k)=j$, distinguishing the cases where $j=k$ and $j \neq k$.

For $j=k$, by (10) and (11), it suffices to show the existence of $\mathbf{b} \in\{0,1\}^{n}$ such that $\bigcup_{i \in[n] \backslash j\}} S_{i j}^{b_{i}}=[n] \backslash\{j\}$. Let $[n] \backslash\{j\}=\left\{i_{p}\right\}_{p=0}^{n-2}$ such that $i_{0}<i_{1}<\cdots<i_{n-2}$. Fix $b_{j}$ arbitrarily and, for each $i \in[n] \backslash\{j\}$, define $b_{i}$ inductively as follows: take $b_{i_{0}} \in\{0,1\}$ arbitrarily such that $\left|S_{i_{0} j}^{b_{i_{0}}}\right| \geq 2$, which exists by Condition (i) of Lemma 4 ; for $q \in\{1,2, \ldots, n-2\}$, take $b_{i_{q}} \in\{0,1\}$ arbitrarily such that

$$
\begin{equation*}
\left|\bigcup_{p=0}^{q} S_{i_{p} j}^{b_{i_{p}}}\right| \geq\left|\bigcup_{p=0}^{q-1} S_{i_{p} j}^{b_{i_{p}}}\right|+1 \tag{12}
\end{equation*}
$$

if such a value of $b_{i_{q}}$ exists, and $b_{i_{q}}=0$ otherwise. We claim that $\bigcup_{i \in[n] \backslash\{j\}} S_{i j}^{b_{i}}=[n] \backslash\{j\}$. Assume for contradiction that this was not the case; then, for every $q \in[n-2], \bigcup_{p=0}^{q-1} S_{i_{p} j}^{b_{i_{p}}} \neq[n] \backslash\{j\}$. Condition (i) of Lemma 4 states that $S_{i_{q} j}^{0} \cup S_{i_{q} j}^{1}=[n] \backslash\left\{i_{q}, j\right\}$ for each $q \in\{1,2, \ldots, n-2\}$, thus $b_{i_{q}}$ satisfying (12) exists as long as $[n] \backslash\left\{i_{q}, j\right\} \nsubseteq \bigcup_{p=0}^{q-1} S_{i_{p} j}^{b_{i_{p}}}$. Moreover, denoting

$$
\bar{L}=\left\{q \in\{1,2, n-2\}:[n] \backslash\left\{i_{q}, j\right\} \subseteq \bigcup_{p=0}^{q-1} S_{i_{p} j}^{b_{i_{p}}}\right\}
$$

we have that $|\bar{L}| \leq 1$. Indeed, existence of $q, q^{\prime} \in \bar{L}$ with $q<q^{\prime}$ would imply that $i_{q^{\prime}} \in \bigcup_{p=0}^{q-1} S_{i_{p} j}^{b_{i_{p}}}$ but $i_{q^{\prime}} \notin \bigcup_{p=0}^{q^{\prime}-1} S_{i_{p} j}^{b_{i_{p}}}$, a contradiction. Thus (12) holds for every $q \in\{1,2, \ldots, n-2\} \backslash \bar{L}$, which together with the fact that $\left|S_{i_{0} j}^{b_{0}}\right| \geq 2$ implies that

$$
\left|\bigcup_{p=0}^{q} S_{i_{p} j}^{b_{i_{p}}}\right| \geq 2+|\{1,2 \ldots, q\} \backslash \bar{L}| \quad \text { for every } q \in\{1,2, \ldots, n-2\}
$$

Since $|\bar{L}| \leq 1$ we conclude that $\left|\bigcup_{i \in[n] \backslash\{j\}} S_{i j}^{b_{i}}\right|=\left|\bigcup_{p=0}^{n-2} S_{i_{p} j}^{b_{i_{p}}}\right| \geq n-1$, a contradiction.
For $j \neq k$, by (10) and (11), it suffices to show the existence of $\mathbf{b} \in\{0,1\}^{n}$ such that $k \notin$ $\bigcup_{i \in[n] \backslash\{j\}} S_{i j}^{b_{i}}$. By Condition (i) of Lemma 4 it follows that $k \notin S_{k j}^{0} \cup S_{k j}^{1}$ and that, for every $i \in[n] \backslash\{j, k\}$, either $k \notin S_{i j}^{0}$ or $k \notin S_{i j}^{1}$. Taking $b_{k} \in\{0,1\}$ arbitrarily and, for each $i \in[n] \backslash\{j, k\}$, $b_{i}$ such that $k \notin S_{i j}^{b_{i}}$, we have that $k \notin \bigcup_{i \in[n] \backslash\{j\}} S_{i j}^{b_{i}}$.

We finally prove that $g$ and $\boldsymbol{\rho}$ satisfy Condition (iii) of Lemma 2. Let $j \in[n]$ and $\mathbf{b} \in\{0,1\}^{n}$. Denote by $\mathbf{b}_{-\left\{j, \rho_{j}\right\}}$ the profile of messages for all agents except $j$ and $\rho_{j}$, and let $\bar{A}_{\rho_{j}}\left(\mathbf{b}_{-\left\{j, \rho_{j}\right\}}\right)=$ $\left([n] \backslash\left\{\rho_{j}\right\}\right) \backslash \bigcup_{i \in\left[n \backslash \backslash\left\{j, \rho_{j}\right\}\right.} S_{i \rho_{j}}^{b_{i}}$ be the set of positions not blocked for agent $\rho_{j}$ by any agent except $j$. Then, by (10) and Condition (v) of Lemma 4,

$$
\begin{align*}
& A_{\rho_{j}}\left(0, \mathbf{b}_{-\left\{j, \rho_{j}\right\}}\right)=\left\{k \in \bar{A}_{\rho_{j}}\left(\mathbf{b}_{-\left\{j, \rho_{j}\right\}}\right): k>\rho_{j} \text { or } k=j\right\},  \tag{13}\\
& A_{\rho_{j}}\left(1, \mathbf{b}_{-\left\{j, \rho_{j}\right\}}\right)=\left\{k \in \bar{A}_{\rho_{j}}\left(\mathbf{b}_{-\left\{j, \rho_{j}\right\}}\right): k<\rho_{j} \text { or } k=j\right\}, \tag{14}
\end{align*}
$$

where the first argument of $A_{\rho_{j}}$ is the message of agent $j$. We claim that

$$
\begin{equation*}
\left(g\left(1, \mathbf{b}_{-j}\right)\right)^{-1}\left(\rho_{j}\right) \leq\left(g\left(0, \mathbf{b}_{-j}\right)\right)^{-1}\left(\rho_{j}\right) . \tag{15}
\end{equation*}
$$

If $\left(g\left(0, \mathbf{b}_{-j}\right)\right)^{-1}\left(\rho_{j}\right)=j$, then $j \in A_{\rho_{j}}\left(0, \mathbf{b}_{-\left\{j, \rho_{j}\right\}}\right)$ by (11), $j \in \bar{A}_{\rho_{j}}\left(\mathbf{b}_{-\left\{j, \rho_{j}\right\}}\right)$ by (13), $j \in$ $A_{\rho_{j}}\left(1, \mathbf{b}_{-\left\{j, \rho_{j}\right\}}\right)$ by (14), and $\left(g\left(1, \mathbf{b}_{-j}\right)\right)^{-1}\left(\rho_{j}\right)=j$ by (11), so that (15) holds with equality. An analogous argument shows that the same is true if $\left(g\left(1, \mathbf{b}_{-j}\right)\right)^{-1}\left(\rho_{j}\right)=j$.

If $\left(g\left(0, \mathbf{b}_{-j}\right)\right)^{-1}\left(\rho_{j}\right)=\rho_{j}$, then $A_{\rho_{j}}\left(0, \mathbf{b}_{-\left\{j, \rho_{j}\right\}}\right)=\emptyset$ by (11), $j \notin \bar{A}_{\rho_{j}}\left(\mathbf{b}_{-\left\{j, \rho_{j}\right\}}\right)$ by (13), $A_{\rho_{j}}\left(1, \mathbf{b}_{-\left\{j, \rho_{j}\right\}}\right) \subseteq\left\{k \in[n]: k<\rho_{j}\right\}$ by (14), and either $\left(g\left(1, \mathbf{b}_{-j}\right)\right)^{-1}\left(\rho_{j}\right)=\rho_{j}$ or $\left(g\left(1, \mathbf{b}_{-j}\right)\right)^{-1}\left(\rho_{j}\right)<\rho_{j}$ by (11); (15) follows in both cases. Analogously, if $\left(g\left(1, \mathbf{b}_{-j}\right)\right)^{-1}\left(\rho_{j}\right)=\rho_{j}$, then $A_{\rho_{j}}\left(1, \mathbf{b}_{-\left\{j, \rho_{j}\right\}}\right)=\emptyset$ by (11), $j \notin \bar{A}_{\rho_{j}}\left(\mathbf{b}_{-\left\{j, \rho_{j}\right\}}\right)$ by (14), $A_{\rho_{j}}\left(0, \mathbf{b}_{-\left\{j, \rho_{j}\right\}}\right) \subseteq\left\{k \in[n]: k>\rho_{j}\right\}$ by (13), and either $\left(g\left(0, \mathbf{b}_{-j}\right)\right)^{-1}\left(\rho_{j}\right)=\rho_{j}$ or $\left(g\left(0, \mathbf{b}_{-j}\right)\right)^{-1}\left(\rho_{j}\right)>\rho_{j}$ by (11); (15) again follows in both cases.

Finally, if $\left(g\left(0, \mathbf{b}_{-j}\right)\right)^{-1}\left(\rho_{j}\right) \notin\left\{j, \rho_{j}\right\}$ and $\left(g\left(1, \mathbf{b}_{-j}\right)\right)^{-1}\left(\rho_{j}\right) \notin\left\{j, \rho_{j}\right\}$, it follows from (11) that $\left(g\left(0, \mathbf{b}_{-j}\right)\right)^{-1}\left(\rho_{j}\right) \in A_{\rho_{j}}\left(0, \mathbf{b}_{-\left\{j, \rho_{j}\right\}}\right) \backslash\{j\}$ and $\left(g\left(1, \mathbf{b}_{-j}\right)\right)^{-1}\left(\rho_{j}\right) \in A_{\rho_{j}}\left(1, \mathbf{b}_{-\left\{j, \rho_{j}\right\}}\right) \backslash\{j\}$, and from (13) and (14) that

$$
\left(g\left(1, \mathbf{b}_{-j}\right)\right)^{-1}\left(\rho_{j}\right)<\rho_{j}<\left(g\left(0, \mathbf{b}_{-j}\right)\right)^{-1}\left(\rho_{j}\right)
$$

and (15) again holds.

## C Deferred Proofs from Section 4

## C. 1 Proof of Lemma 5

In order to prove Lemma 5, we first study the following related problem. Given $n \in \mathbb{N}$, we ask for the existence of values $L_{i} \in \mathbb{N}$ for $i \in\{0,1,2\}$ and a family $\left\{S_{\ell}^{i}\right\}_{i \in\{0,1,2\}, \ell \in\left[L_{i}\right]}$, with $S_{\ell}^{i} \subseteq[n]$ for

| $i$ |  | 0 |  |  |  | 1 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $u$ | 0 | 1 | 2 | 3 | 4 | 0 | 1 | 2 | 3 | 4 | 0 | 1 | 2 | 3 | 4 |
| $k(i, u)$ | 0 | 0 | 0 | 1 | 1 | 0 | 0 | 1 | 0 | 1 |  | 0 | 0 | 1 | 1 |
| 0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $k^{\prime}(i, u)$ | 1 | 2 | 3 | 2 | 3 | 1 | 2 | 3 | 3 | 2 | 1 | 2 | 2 | 3 | 3 |

Table 2: Values of $k(i, u)$ and $k^{\prime}(i, u)$ as described in the proof of Lemma 7 for the case $n=5$. The column with $i=0$ and $u=3$, for example, states that $S_{1}^{0} \cap S_{2}^{0}=\{3\}$, thus for every $v \in[5]$ with $v \neq 3$ we have either that $S_{1}^{0} \cap\{3, v\}=3$ or that $S_{2}^{0} \cap\{3, v\}=3$.
every $i \in\{0,1,2\}$ and $\ell \in\left[L_{i}\right]$, such that
for every $i \in\{0,1,2\}$ and $u, v \in[n]$ with $u \neq v$, it exists $\ell \in\left[L_{i}\right]$ s.t. $S_{\ell}^{i} \cap\{u, v\}=\{u\}$,

$$
\begin{equation*}
\text { for every } i \in\{0,1,2\} \text { and } \ell \in\left[L_{i}\right], \ell^{\prime} \in\left[L_{i+3} 1\right] \text {, it holds that } S_{\ell^{\prime}}^{i+31} \nsubseteq S_{\ell^{\prime}}^{i} \tag{16}
\end{equation*}
$$

For a given $n \in \mathbb{N}$, we denote the set of all families $\left\{S_{\ell}^{i}\right\}_{i \in\{0,1,2\}, \ell \in\left[L_{i}\right]}$ satisfying (16)-(17) for some values of $L_{i}$ as $\mathcal{S}(n)$. We obtain the following lemma.

Lemma 7. For every $n \in \mathbb{N}$ with $n \geq 5$, it holds that $\mathcal{S}(n) \neq \emptyset$.
Proof. In order to show the lemma, we let $n \in \mathbb{N}$ with $n \geq 5$ and distinguish the cases $n=5$ and $n \geq 6$.

If $n=5$, we define $L_{0}=L_{1}=L_{2}=4$ and

$$
\begin{aligned}
& S_{0}^{0}=\{0,1,2\}, S_{1}^{0}=\{0,3,4\}, S_{2}^{0}=\{1,3\}, S_{3}^{0}=\{2,4\} \\
& S_{0}^{1}=\{0,1,3\}, S_{1}^{1}=\{0,2,4\}, S_{2}^{1}=\{1,4\}, S_{3}^{1}=\{2,3\} \\
& S_{0}^{2}=\{0,1,4\}, S_{1}^{2}=\{0,2,3\}, S_{2}^{2}=\{1,2\}, S_{3}^{2}=\{3,4\}
\end{aligned}
$$

To see that (16) holds for these sets, observe that for every $i \in\{0,1,2\}$ and $u \in[n]$, there are indices $k(i, u), k^{\prime}(i, u) \in\left[L_{i}\right]$ such that $S_{k(i, u)}^{i} \cap S_{k^{\prime}(i, u)}^{i}=\{u\}$, as shown in Table 2. Therefore, for each $i, u, v$ as in (16), it holds either $S_{k(i, u)}^{i} \cap\{u, v\}=\{u\}$ or $S_{k^{\prime}(i, u)}^{i} \cap\{u, v\}=\{u\}$. It is easy to check that (17) holds as well. For example, when $i=0$, we have that $\{0,1,3\} \nsubseteq S_{\ell}^{0}$ for every $\ell \in[4],\{0,2,4\} \nsubseteq S_{\ell}^{0}$ for every $\ell \in[4],\{1,4\} \nsubseteq S_{\ell}^{0}$ for every $\ell \in[4]$, and $\{2,3\} \nsubseteq S_{\ell}^{0}$ for every $\ell \in[4]$. For $i \in\{1,2\}$ this condition follows analogously.

If $n \geq 6$, we define $L_{1}=L_{2}=L_{3}=n$ and

$$
\begin{aligned}
& S_{\ell}^{0}=\left\{\ell, \ell+{ }_{n} 1, \ell+{ }_{n} 2\right\} \text { for every } \ell \in[n], \\
& S_{\ell}^{1}=\left\{\ell, \ell+{ }_{n} 2, \ell+{ }_{n} 3\right\} \text { for every } \ell \in[n], \\
& S_{\ell}^{2}=\left\{\ell, \ell+{ }_{n} 3, \ell+{ }_{n} 4\right\} \text { for every } \ell \in[n] .
\end{aligned}
$$

In this case, (17) follows from the fact that all sets have the same size and $S_{\ell}^{i} \neq S_{\ell^{\prime}}^{j}$ for every $i, j \in\{0,1,2\}$ with $i \neq j$ and every $\ell, \ell^{\prime} \in[n]$, because for every $n \geq 6$ and every $\ell \in[n]$ we have that $\ell+{ }_{n} 5 \neq \ell$.

To see that (16) holds as well, we let $i \in\{0,1,2\}$ and $u, v \in[n]$ with $u \neq v$ be arbitrary values. We prove that there exists $\ell \in[n]$ such that $S_{\ell}^{i} \cap\{u, v\}=\{u\}$ distinguishing on the value of $i$.


Figure 6: Illustration of the family $\left\{S_{\ell}^{i}\right\}_{i \in\{0,1,2\}, \ell \in[6]}$ in $\mathcal{S}(6)$ constructed in the proof of Lemma 7. As in Part (b) of Figure 2, sets $\left\{S_{\ell}^{i}\right\}_{\ell \in[6]}$ for each $i \in\{0,1,2\}$ are represented as hyperedges of the corresponding hypergraph $G_{i}$.

If $i=0$ and $v \notin\left\{u+_{n} 1, u+_{n} 2\right\}$, then $v \notin S_{u}^{0}=\left\{u, u+_{n} 1, u+_{n} 2\right\}$ and thus $S_{u}^{0} \cap\{u, v\}=\{u\}$. If $i=0$ and $v \in\left\{u+{ }_{n} 1, u+_{n} 2\right\}$, then since $n \geq 6$ we have that $v \notin S_{u-{ }_{n} 2}^{0}=\left\{u-_{n} 2, u-{ }_{n} 1, u\right\}$ and thus $S_{u-n^{2}}^{0} \cap\{u, v\}=\{u\}$.

If $i=1$ and $v \notin\left\{u+_{n} 2, u+_{n} 3\right\}$, then $v \notin S_{u}^{1}=\left\{u, u+_{n} 2, u+_{n} 3\right\}$ and thus $S_{u}^{1} \cap\{u, v\}=\{u\}$. If $i=1$ and $v \in\left\{u+_{n} 2, u+_{n} 3\right\}$, then since $n \geq 6$ we have $v \notin S_{u-n 2}^{1}=\left\{u-{ }_{n} 2, u, u+_{n} 1\right\}$ and thus $S_{u-n 2}^{2} \cap\{u, v\}=\{u\}$.

We finally consider the case $i=2$. If $v \notin\left\{u+_{n} 3, u+_{n} 4\right\}$, then $v \notin S_{u}^{2}=\left\{u, u+_{n} 3, u{ }_{n} 4\right\}$ and thus $S_{u}^{2} \cap\{u, v\}=\{u\}$. If $v=u+_{n} 3$ and $n \neq 6$, then $v \notin S_{u-n 3}^{2}=\left\{u-_{n} 3, u, u+_{n} 1\right\}$ and thus $S_{u-n 3}^{2} \cap\{u, v\}=\{u\}$. If $v=u+_{n} 3$ and $n=6$, then $v \notin S_{u-{ }_{n} 4}^{2}=\left\{u-_{n} 4, u-_{n} 1, u\right\}$ and thus $S_{u-n 4}^{2} \cap\{u, v\}=\{u\}$. If $v=u+_{n} 4$ and $n \neq 7$, then $v \notin S_{u-n 3}^{2}=\left\{u-{ }_{n} 3, u, u+_{n} 1\right\}$ and thus $S_{u-n_{3}}^{2} \cap\{u, v\}=\{u\}$. Finally, if $v=u+_{n} 4$ and $n=7$, then $v \notin S_{u-{ }_{n} 4}^{2}=\left\{u-_{n} 4, u-_{n} 1, u\right\}$ and thus $S_{u-{ }_{n} 4}^{2} \cap\{u, v\}=\{u\}$.

Figure 6 illustrates the solutions constructed in the proof of Lemma 7 for $n=6$, complementing that for $n=5$ shown in Part (b) of Figure 2. We are now ready to prove Lemma 5.

Proof of Lemma 5. Let $n, m, \mathbf{d}^{1}, \mathbf{d}^{2}, \mathbf{d}^{3}$ be as in the statement of the lemma. We consider values $L_{0}, L_{1}, L_{2}$ and the corresponding family $\left\{S_{\ell}^{i}\right\}_{i \in\{0,1,2\}, \ell \in\left[L_{i}\right]} \in \mathcal{S}(n)$, whose existence is guaranteed due to Lemma 7. We define matrices $\mathbf{A}^{0}, \mathbf{A}^{1}, \mathbf{A}^{2} \in[n]^{m \times m}$ as follows:
(1) For every $i \in\{0,1,2\}$ and every $p \in[m]$, fix $A_{p p}^{i}=d_{p}^{i}$.
(2) For every $i \in\{0,1,2\}$ and every $p \in[m]$, let $\ell \in\left[L_{i}\right]$ be such that $S_{\ell}^{i} \cap\left\{d_{p}^{i}, d_{p}^{i+31}\right\}=d_{p}^{i}$ and define $\ell(i, p)=\ell$.
(3) For every $i \in\{0,1,2\}$ and $p, q \in[m]$ with $p \neq q$, fix $A_{p q}^{i} \in S_{\ell(i, q)}^{i} \cap\left(S_{\ell(i-31, p)}^{i-31}\right)^{C}$ arbitrarily.

Intuitively, we start fixing the diagonals according to the vectors $\mathbf{d}^{i}$ for each $i \in\{0,1,2\}$, and for the remaining entries, we do the following. We let $S_{\ell(i, q)}^{i}$ be the feasible set of values for column $q$ of matrix $\mathbf{A}^{i}$, where $\ell(i, q)$ is taken such that $d_{q}^{i}$ belongs to this set but $d_{q}^{i+31}$ does not. We take its complement as the feasible set of values for row $q$ of matrix $\mathbf{A}^{i+31}$. We finally pick, for each non-diagonal entry, any value that is feasible both for the corresponding row and the corresponding column.

We first show the correctness of this procedure, in the sense that $\ell \in\left[L_{i}\right]$ as described in Step (2) always exists for each $i \in\{0,1,2\}$, and that the intersection computed in Step (3) is non-empty. To see the former, note that from the statement of the lemma, we know that for every $i \in\{0,1,2\}$ and
$p \in[m]$ it holds that $d_{p}^{i} \neq d_{p}^{i+31}$. Since the family $\left\{S_{\ell}^{i}\right\}_{i \in\{0,1,2\}, \ell \in\left[L_{i}\right] \text {. satisfies (16), we obtain that }}$ for each $i \in\{0,1,2\}$, there is $\ell \in\left[L_{i}\right]$ such that $S_{\ell}^{i} \cap\left\{d_{p}^{i}, d_{p}^{i+{ }_{3} 1}\right\}=d_{p}^{i}$. To see that the intersection computed in Step (3) is non-empty, let $i \in\{0,1,2\}$ and $p, q \in[m]$ with $p \neq q$ be arbitrary and observe that, from (17), $S_{\ell\left(i+{ }_{3} 1, q\right)}^{i+{ }_{3} 1} \nsubseteq S_{\ell(i, p)}^{i}$, thus $S_{\ell\left(i+{ }_{3} 1, q\right)}^{i+{ }_{3} 1} \cap\left(S_{\ell(i, p)}^{i}\right)^{C} \neq \emptyset$. We conclude that the matrices $\mathbf{A}^{1}, \mathbf{A}^{2}, \mathbf{A}^{3} \in[n]^{m \times m}$ constructed via $\operatorname{Steps}(1)-(3)$ are well-defined.

We now prove that $\left(\mathbf{A}^{0}, \mathbf{A}^{1}, \mathbf{A}^{2}\right) \in \mathcal{A}(n, m, \mathbf{d})$. Indeed, Condition (1) in the definition of this set follows directly from Step (1). To see Condition (2), we need to check that $A_{p q}^{i} \neq A_{q r}^{i+3}{ }^{1}$ for every $i \in\{0,1,2\}$ and $p, q, r \in[m]$. Let $i \in\{0,1,2\}$ and $p, q, r \in[m]$ be arbitrary. If $p=q=r$, the fact that $A_{p q}^{i} \neq A_{q r}^{i+31}$ follows directly from the condition $d_{q}^{i} \neq d_{q}^{i+{ }_{3} 1}$ in the statement of the lemma, together with Step (1). If $p=q \neq r$, (2) is equivalent to $A_{q r}^{i+31} \neq d_{q}^{i}$ due to Step (1). Step (3) implies $A_{q r}^{i+31} \notin S_{\ell(i, q)}^{i}$ and Step (2) implies $d_{q}^{i} \in S_{\ell(i, q)}^{i}$, thus the condition follows. Similarly, if $p \neq q=r,(2)$ is equivalent to $A_{p q}^{i} \neq d_{q}^{i+{ }_{3} 1}$ due to Step (1). Step (3) implies $A_{p q}^{i} \in S_{\ell(i, q)}^{i}$ and Step (2) implies $d_{q}^{i+{ }_{3} 1} \notin S_{\ell(i, q)}^{i}$, thus the condition follows. Finally, if $p \neq q \neq r$, Step (3) implies both $A_{p q}^{i} \in S_{\ell(i, q)}^{i}$ and $A_{q r}^{i+31} \notin S_{\ell(i, q)}^{i}$, thus the condition follows once again. This concludes the proof of the lemma.

## C. 2 Proof of Theorem 2

We start by introducing some notation that allows us to map a permutation in $\mathcal{P}_{n}$ to an index in $[n!]$ and vice versa. For $n \in \mathbb{N}$, we define $\kappa_{n}: \mathcal{P}_{n} \rightarrow[n!]$ such that $\kappa_{n}(\pi)$ is the lexicographical index of the permutation $\pi \in \mathcal{P}_{n}$, i.e., the position of $\pi$ in the list of permutations of $n$ elements arranged in lexicographical order. Note that, for each $n \in \mathbb{N}$, this function is a bijection and, for a value $p \in[n!], \kappa_{n}^{-1}(p)$ corresponds to the permutation of $n$ elements in the $p$ th position of this list.

Let $n \geq 5$ be arbitrary. We omit the subindex $n$ in the function $\kappa_{n}$ in the remainder of the proof for ease of notation. For $i \in\{0,1,2\}$, we let $\mathbf{d}^{i} \in[n]^{n!}$ be the vector defined as

$$
\begin{equation*}
d_{p}^{i}=\left(\kappa^{-1}(p)\right)^{-1}(i) \quad \text { for every } p \in[n!] \tag{18}
\end{equation*}
$$

i.e., $\mathbf{d}^{i}$ is the vector whose $p$ th entry is the position of agent $i$ in the ranking $\kappa^{-1}(p)$. Since this definition implies that $d_{p}^{i} \neq d_{p}^{j}$ for every $i, j \in\{0,1,2\}$ with $i \neq j$ and every $p \in[n!]$, we have by Lemma 5 that $\mathcal{A}(n, n!, \mathbf{d}) \neq \emptyset$. Let then $\left(\mathbf{A}^{0}, \mathbf{A}^{1}, \mathbf{A}^{2}\right) \in \mathcal{A}(n, n!, \mathbf{d})$ be arbitrary and let, for $i \in[n] \backslash\{0,1,2\}, g_{i}:[n!]^{3} \rightarrow[n]$ be defined as follows:

$$
g_{i}(p, q, r)=\left\{\begin{array}{ll}
\left(\kappa^{-1}(p)\right)^{-1}(i) & \text { if } p=q=r,  \tag{19}\\
\left([n] \backslash\left\{A_{q r}^{0}, A_{r p}^{1}, A_{p q}^{2}\right\}\right)_{i-3} & \text { otherwise, }
\end{array} \quad \text { for every }(p, q, r) \in[n!]^{3},\right.
$$

In a slight abuse of notation, we let here $\left([n] \backslash\left\{A_{q r}^{0}, A_{r p}^{1}, A_{p q}^{2}\right\}\right)_{i-3}$ denote the $(i-3)$ th element of the tuple obtained by considering the elements of $[n] \backslash\left\{A_{q r}^{0}, A_{r p}^{1}, A_{p q}^{2}\right\}$ in increasing order.

We can now properly define the mechanism. Let $f: \mathcal{P}_{n}^{n} \rightarrow \mathcal{P}_{n}$ be such that, for every $\boldsymbol{\pi} \in \mathcal{P}_{n}^{n}$ and $i \in[n]$,

$$
(f(\boldsymbol{\pi}))^{-1}(i)= \begin{cases}A_{\kappa\left(\pi_{i+3^{1}}\right) \kappa\left(\pi_{i+3^{2}}\right)}^{i} & \text { if } i \in\{0,1,2\}  \tag{20}\\ g_{i}\left(\kappa\left(\pi_{0}\right), \kappa\left(\pi_{1}\right), \kappa\left(\pi_{2}\right)\right) & \text { otherwise }\end{cases}
$$

We first prove that $f$ is well-defined, i.e., that $(f(\boldsymbol{\pi}))^{-1}$ as defined in (20) is a bijection from $[n]$ to [ $n$ ] for every $\boldsymbol{\pi} \in \mathcal{P}_{n}^{n}$.

Claim 1. For every $\boldsymbol{\pi} \in \mathcal{P}_{n}^{n}$, it holds that $\left\{(f(\boldsymbol{\pi}))^{-1}(i): i \in[n]\right\}=[n]$.
Proof. To verify the claim, we first note that, for each $\boldsymbol{\pi} \in \mathcal{P}_{n}^{n}$ and $i \in[n]$, it holds that $(f(\boldsymbol{\pi}))^{-1}(i) \in[n]$. If $i \in\{0,1,2\}$ this follows from the fact that $\mathbf{A}^{i}$ has entries in $[n]$ due to the definition of the set $\mathcal{A}(n, n!, \mathbf{d})$. For $i \in[n] \backslash\{0,1,2\}$, it follows since the image of $g_{i}$ is a subset of $[n]$ from the definition of this function in (19).

We prove in the following that for every $\boldsymbol{\pi} \in \mathcal{P}_{n}^{n}$ and $i, j \in[n]$ with $i \neq j$, we have that $(f(\boldsymbol{\pi}))^{-1}(i) \neq(f(\boldsymbol{\pi}))^{-1}(j)$. Together with the previous observation, this allows us to conclude the claim.

Let $\pi \in \mathcal{P}_{n}^{n}$ and $i, j \in[n]$ with $i \neq j$ be arbitrary. If $i$ and $j$ are both in $\{0,1,2\}$, we have either $j=i+{ }_{3} 1$ or $i=j+{ }_{3} 1$; we assume the former w.l.o.g. By Condition (2) with $p=\kappa\left(\pi_{i+3}\right), q=\kappa\left(\pi_{i+32}\right)$, and $r=\kappa\left(\pi_{i}\right)$, we have that

$$
A_{\kappa\left(\pi_{i+3^{1}}\right) \kappa\left(\pi_{i+3^{2}}\right)}^{i} \neq A_{\kappa\left(\pi_{i+3^{2}}\right) \kappa\left(\pi_{i}\right)}^{i+1} \Longleftrightarrow A_{\kappa\left(\pi_{i+3^{1}}\right) \kappa\left(\pi_{i+3^{2}}\right)}^{i} \neq A_{\kappa\left(\pi_{j+3^{1}}\right) \kappa\left(\pi_{j+3^{2}}\right)}^{j} .
$$

This condition, together with the definition of $f$ in (20), yields $(f(\boldsymbol{\pi}))^{-1}(i) \neq(f(\boldsymbol{\pi}))^{-1}(j)$.
If $|\{i, j\} \cap\{0,1,2\}|=1$, say w.l.o.g. $i \in\{0,1,2\}$ and $j \in[n] \backslash\{0,1,2\}$, we distinguish two cases.
If $\pi_{1}=\pi_{2}=\pi_{3}$, then denoting $\hat{\pi}=\pi_{1}$ we have that

$$
(f(\boldsymbol{\pi}))^{-1}(i)=A_{\kappa(\hat{\pi}) \kappa(\hat{\pi})}^{i}=d_{\kappa(\hat{\pi})}^{i}=\left(\kappa^{-1}(\kappa(\hat{\pi}))\right)^{-1}(i)=\hat{\pi}^{-1}(i),
$$

where the first equality follows from the definition of $f$ in (20), the second one from the fact that $\left(\mathbf{A}^{0}, \mathbf{A}^{1}, \mathbf{A}^{2}\right) \in \mathcal{A}(n, n!, \mathbf{d})$ and Condition (1) in the definition of this set, and the third one from the definition of $\mathbf{d}^{i}$ in (18). On the other hand,

$$
(f(\boldsymbol{\pi}))^{-1}(j)=g_{j}(\kappa(\hat{\pi}), \kappa(\hat{\pi}), \kappa(\hat{\pi}))=\left(\kappa^{-1}(\kappa(\hat{\pi}))\right)^{-1}(j)=\hat{\pi}^{-1}(j),
$$

where the first equality follows from the definition of $f$ in (20) and the second one from the definition of $g_{j}$ in (19). Since $\hat{\pi}^{-1}(i) \neq \hat{\pi}^{-1}(j)$, we obtain that $(f(\boldsymbol{\pi}))^{-1}(i) \neq(f(\boldsymbol{\pi}))^{-1}(j)$, as claimed.

Otherwise, if we do not have $\pi_{1}=\pi_{2}=\pi_{3}$, then $(f(\boldsymbol{\pi}))^{-1}(i)=A_{\kappa\left(\pi_{i+3^{1}}\right) \kappa\left(\pi_{i+3^{2}}\right)}^{i}$ and, from the definitions of $f$ and $g_{j}$ in (20) and (19), respectively, we know that

$$
(f(\boldsymbol{\pi}))^{-1}(j)=g_{j}\left(\kappa\left(\pi_{0}\right), \kappa\left(\pi_{1}\right), \kappa\left(\pi_{2}\right)\right) \neq A_{\kappa\left(\pi_{i+3^{1}}\right) \kappa\left(\pi_{i+3^{2}}\right)}^{i} .
$$

The inequality $(f(\boldsymbol{\pi}))^{-1}(i) \neq(f(\boldsymbol{\pi}))^{-1}(j)$ follows as well.
Finally, if $i, j \in[n] \backslash\{0,1,2\}$, we again distinguish two cases.
If $\pi_{1}=\pi_{2}=\pi_{3}$, then denoting $\hat{\pi}=\pi_{1}$ we have that, for $\ell \in\{i, j\}$,

$$
(f(\boldsymbol{\pi}))^{-1}(\ell)=g_{\ell}(\kappa(\hat{\pi}), \kappa(\hat{\pi}), \kappa(\hat{\pi}))=\left(\kappa^{-1}(\kappa(\hat{\pi}))\right)^{-1}(\ell)=\hat{\pi}^{-1}(\ell),
$$

where the first equality follows from the definition of $f$ in (20) and the second one from the definition of $g_{j}$ in (19). Since $\hat{\pi}^{-1}(i) \neq \hat{\pi}^{-1}(j)$, we obtain that $(f(\boldsymbol{\pi}))^{-1}(i) \neq(f(\boldsymbol{\pi}))^{-1}(j)$.

Otherwise, if we do not have $\pi_{1}=\pi_{2}=\pi_{3}$, we have from (19) and (20) that, for $\ell \in\{i, j\}$,

$$
(f(\boldsymbol{\pi}))^{-1}(\ell)=\left([n] \backslash\left\{A_{\kappa\left(\pi_{1}\right) \kappa\left(\pi_{2}\right)}^{0}, A_{\kappa\left(\pi_{2}\right) \kappa\left(\pi_{0}\right)}^{1}, A_{\kappa\left(\pi_{0}\right) \kappa\left(\pi_{1}\right)}^{2}\right\}\right)_{\ell-3} .
$$

Since the set on the right-hand side contains each value in $[n]$ at most once and $i \neq j$, we conclude that $(f(\boldsymbol{\pi}))^{-1}(i) \neq(f(\boldsymbol{\pi}))^{-1}(j)$.

The fact that $f$ is impartial follows easily from its definition; we check it by fixing $\boldsymbol{\pi} \in \mathcal{P}_{n}^{n}$ and $i \in[n]$ arbitrarily. If $i \in\{0,1,2\}$, we have from the definition of $f$ in (20) that $(f(\boldsymbol{\pi}))^{-1}(i)$ only depends on $\pi_{i+3} 1$ and $\pi_{i+3} 2$. Since $i \notin\left\{i+{ }_{3} 1, i+_{3} 2\right\}$, we conclude that $(f(\boldsymbol{\pi}))^{-1}(i)=$ $\left(f\left(\tilde{\pi}, \boldsymbol{\pi}_{-i}\right)\right)^{-1}(i)$ for every $\tilde{\pi} \in \mathcal{P}_{n}$. If $i \in[n] \backslash\{0,1,2\}$, we have from the definition of $f$ in (20) that $(f(\boldsymbol{\pi}))^{-1}(i)$ only depends on $\pi_{0}, \pi_{1}$, and $\pi_{2}$, so the fact that $(f(\boldsymbol{\pi}))^{-1}(i)=\left(f\left(\tilde{\pi}, \boldsymbol{\pi}_{-i}\right)\right)^{-1}(i)$ for every $\tilde{\pi} \in \mathcal{P}_{n}$ directly follows.

We finally show that $f$ satisfies weak unanimity. Let $\hat{\pi} \in \mathcal{P}_{n}$ be such that $\pi_{i}=\hat{\pi}$ for every $i \in[n]$. For each $i \in\{0,1,2\}$, we have that

$$
\begin{equation*}
(f(\boldsymbol{\pi}))^{-1}(i)=A_{\kappa(\hat{\pi}) \kappa(\hat{\pi})}^{i}=d_{\kappa(\hat{\pi})}^{i}=\left(\kappa^{-1}(\kappa(\hat{\pi}))\right)^{-1}(i)=\hat{\pi}^{-1}(i) . \tag{21}
\end{equation*}
$$

Indeed, the first equality follows from the definition of $f$ in (20), the second one from the fact that $\left(\mathbf{A}^{0}, \mathbf{A}^{1}, \mathbf{A}^{2}\right) \in \mathcal{A}(n, n!, \mathbf{d})$ and Condition (1) in the definition of this set, and the third one from the definition of $\mathbf{d}^{i}$ in (18). For each $i \in[n] \backslash\{0,1,2\}$, we have that

$$
\begin{equation*}
(f(\boldsymbol{\pi}))^{-1}(i)=g_{i}(\kappa(\hat{\pi}), \kappa(\hat{\pi}), \kappa(\hat{\pi}))=\left(\kappa^{-1}(\kappa(\hat{\pi}))\right)^{-1}(i)=\hat{\pi}^{-1}(i), \tag{22}
\end{equation*}
$$

where the first equality follows from the definition of $f$ in (20) and the second one from the definition of $g_{i}$ in (19). Equations (21) and (22) yield $f(\boldsymbol{\pi})=\hat{\pi}$, which shows weak unanimity and completes the proof of the theorem.

## D Deferred Proofs from Section 5

## D. 1 Proof of Theorem 3

We first consider $n=2$. Suppose that $f$ is an impartial 2-ranking mechanism, and note that $\mathcal{P}_{2}=\left\{\left(\begin{array}{ll}0 & 1\end{array}\right),\left(\begin{array}{ll}1 & 0\end{array}\right)\right\}$. Let $\hat{\pi} \in \mathcal{P}_{2}$ be such that $f\left(\left(\begin{array}{ll}0 & 1\end{array}\right),\left(\begin{array}{ll}0 & 1\end{array}\right)\right)=\hat{\pi}$. Then, due to impartiality we have

$$
\begin{aligned}
& \left(f\left(\left(\begin{array}{ll}
1 & 0
\end{array}\right),\left(\begin{array}{ll}
0 & 1
\end{array}\right)\right)^{-1}(0)\right.
\end{aligned}=\left(\begin{array}{l}
\left.f\left(\left(\begin{array}{ll}
0 & 1
\end{array}\right),\left(\begin{array}{ll}
0 & 1
\end{array}\right)\right)\right)^{-1}(0)=\hat{\pi}^{-1}(0), \\
\left(f\left(\left(\begin{array}{ll}
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 0
\end{array}\right)\right)^{-1}(1)\right.
\end{array}=\binom{\left(\left(\begin{array}{ll}
0 & 1
\end{array}\right),\left(\begin{array}{ll}
0 & 1
\end{array}\right)\right)^{-1}(1)=\hat{\pi}^{-1}(1),}{\left(f\left(\left(\begin{array}{ll}
1 & 0
\end{array}\right),\left(\begin{array}{ll}
1 & 0
\end{array}\right)\right)\right)^{-1}(0)}=\left(\begin{array}{ll}
\left(\left(\begin{array}{ll}
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 0
\end{array}\right)\right)^{-1}(0) & =\hat{\pi}^{-1}(0),
\end{array}\right.\right.
$$

and therefore

$$
f\left(\left(\begin{array}{ll}
1 & 0
\end{array}\right),\left(\begin{array}{ll}
0 & 1
\end{array}\right)\right)=f\left(\left(\begin{array}{ll}
0 & 1
\end{array}\right),\left(\begin{array}{ll}
1 & 0
\end{array}\right)\right)=f\left(\left(\begin{array}{ll}
1 & 0
\end{array}\right),\left(\begin{array}{ll}
1 & 0
\end{array}\right)\right)=\hat{\pi} .
$$

We conclude that $f$ has a single outcome $\hat{\pi}$, so it does not satisfy individual full rank.
For the case $n=3$, we let $f$ be an impartial 3 -ranking mechanism and make use of the following claim, stating that $f$ cannot output two rankings that are cyclic shifts of each other.

Claim 2. Let $\boldsymbol{\pi} \in \mathcal{P}_{3}^{3}$ be such that $f(\boldsymbol{\pi})=\left(\begin{array}{lll}i_{0} & i_{1} & i_{2}\end{array}\right)$. Then, for every $\tilde{\boldsymbol{\pi}} \in \mathcal{P}_{3}^{3}$ we have that $f(\tilde{\boldsymbol{\pi}}) \neq\left(\begin{array}{lll}i_{2} & i_{0} & i_{1}\end{array}\right)$.

Proof. Suppose for the sake of contradiction that $\boldsymbol{\pi}, \tilde{\boldsymbol{\pi}} \in \mathcal{P}_{3}^{3}$ are such that $f(\boldsymbol{\pi})=\left(\begin{array}{lll}i_{0} & i_{1} & i_{2}\end{array}\right)$ and $f(\tilde{\boldsymbol{\pi}})=\left(\begin{array}{lll}i_{2} & i_{0} & i_{1}\end{array}\right)$. Due to impartiality, we know that $\left(f\left(\tilde{\pi}_{i_{0}}, \boldsymbol{\pi}_{-i_{0}}\right)\right)^{-1}\left(i_{0}\right)=(f(\boldsymbol{\pi}))^{-1}\left(i_{0}\right)=0$, thus we have either $f\left(\tilde{\pi}_{i_{0}}, \boldsymbol{\pi}_{-i_{0}}\right)=\left(\begin{array}{lll}i_{0} & i_{1} & i_{2}\end{array}\right)$ or $f\left(\tilde{\pi}_{i_{0}}, \boldsymbol{\pi}_{-i_{0}}\right)=\left(\begin{array}{lll}i_{0} & i_{2} & i_{1}\end{array}\right)$. We will show that a contradiction is reached in either case.

(a)

(b)

Figure 7: Illustration of the the proof of Claim 2. Each graph contains ranking profiles with the corresponding output of the mechanism $f$ as vertices and impartiality relations as edges, so that profiles $\boldsymbol{\pi}^{1}$ and $\boldsymbol{\pi}^{2}$ are connected by an edge labeled with $i \in[3]$ if one profile can be obtained from the other through a change on the ranking cast by agent i. Outputs follow either from the assumptions in the proof or from impartiality; dashes represent that any unassigned agent may be assigned to the corresponding position. In both cases we suppose that $f$ is a 3 -ranking mechanism satisfying impartiality and individual full rank and that $\boldsymbol{\pi}, \tilde{\boldsymbol{\pi}} \in \mathcal{P}_{3}^{3}$ are profiles such that $f(\boldsymbol{\pi})=\left(\begin{array}{lll}i_{0} & i_{1} & i_{2}\end{array}\right)$ and $f(\tilde{\boldsymbol{\pi}})=\left(\begin{array}{lll}i_{2} & i_{0} & i_{1}\end{array}\right)$. Red edges show conflicting profiles, in the sense that the agent able to switch from one profile to another through this edge cannot be in the same position in both profiles. (a) shows the contradiction reached when we further assume $f\left(\tilde{\pi}_{i_{0}}, \boldsymbol{\pi}_{-i_{0}}\right)=\left(\begin{array}{lll}i_{0} & i_{1} & i_{2}\end{array}\right) ;(\mathrm{b})$ shows the contradiction reached when we further assume $f\left(\tilde{\pi}_{i_{0}}, \boldsymbol{\pi}_{-i_{0}}\right)=\left(\begin{array}{lll}i_{0} & i_{2} & i_{1}\end{array}\right)$.

If $f\left(\tilde{\pi}_{i_{0}}, \boldsymbol{\pi}_{-i_{0}}\right)=\left(\begin{array}{lll}i_{0} & i_{1} & i_{2}\end{array}\right)$, we have by impartiality that

$$
\left(f\left(\pi_{i_{1}}, \tilde{\boldsymbol{\pi}}_{-i_{1}}\right)\right)^{-1}\left(i_{2}\right)=\left(f\left(\tilde{\pi}_{i_{0}}, \boldsymbol{\pi}_{-i_{0}}\right)\right)^{-1}\left(i_{2}\right)=2
$$

However, impartiality also implies $\left(f\left(\pi_{i_{1}}, \tilde{\boldsymbol{\pi}}_{-i_{1}}\right)\right)^{-1}\left(i_{1}\right)=(f(\tilde{\boldsymbol{\pi}}))^{-1}\left(i_{1}\right)=2$, a contradiction. This is illustrated in Part (a) of Figure 7.

On the other hand, if $f\left(\tilde{\pi}_{i_{0}}, \boldsymbol{\pi}_{-i_{0}}\right)=\left(\begin{array}{lll}i_{0} & i_{2} & i_{1}\end{array}\right)$, impartiality implies both

$$
\left(f\left(\pi_{i_{2}}, \tilde{\boldsymbol{\pi}}_{-i_{2}}\right)\right)^{-1}\left(i_{1}\right)=\left(f\left(\tilde{\pi}_{i_{0}}, \boldsymbol{\pi}_{-i_{0}}\right)\right)^{-1}\left(i_{1}\right)=2 \quad \text { and } \quad\left(f\left(\pi_{i_{2}}, \tilde{\boldsymbol{\pi}}_{-i_{2}}\right)\right)^{-1}\left(i_{2}\right)=(f(\tilde{\boldsymbol{\pi}}))^{-1}\left(i_{2}\right)=0
$$

These two equalities yield $f\left(\pi_{i_{2}}, \tilde{\boldsymbol{\pi}}_{-i_{2}}\right)=\left(\begin{array}{lll}i_{2} & i_{0} & i_{1}\end{array}\right)$. Using impartiality once again, we obtain that $\left(f\left(\tilde{\pi}_{i_{1}}, \boldsymbol{\pi}_{-i_{1}}\right)\right)^{-1}\left(i_{0}\right)=\left(f\left(\pi_{i_{2}}, \tilde{\boldsymbol{\pi}}_{-i_{2}}\right)\right)^{-1}\left(i_{0}\right)=1$. However, impartiality also implies $\left(f\left(\tilde{\pi}_{i_{1}}, \boldsymbol{\pi}_{-i_{1}}\right)\right)^{-1}\left(i_{1}\right)=(f(\boldsymbol{\pi}))^{-1}\left(i_{1}\right)=1$, a contradiction. This is illustrated in Part (b) of Figure 7 .

Claim 2 implies that $f$ has at most two different outcomes: one among $\left\{\left(\begin{array}{lll}0 & 1 & 2\end{array}\right),\left(\begin{array}{lll}2 & 0 & 1\end{array}\right),\left(\begin{array}{lll}1 & 2 & 0\end{array}\right)\right\}$, and one among $\left\{\left(\begin{array}{lll}0 & 2 & 1\end{array}\right),\left(\begin{array}{lll}1 & 0 & 2\end{array}\right),\left(\begin{array}{lll}2 & 1 & 0\end{array}\right)\right\}$. Then, for every $i \in\{0,1,2\}$ it holds

$$
\left|\left\{(f(\boldsymbol{\pi}))^{-1}(i): \boldsymbol{\pi} \in \mathcal{P}_{3}^{3}\right\}\right| \leq 2
$$

contradicting the fact that for every $k \in\{0,1,2\}$ there exists $\boldsymbol{\pi} \in \mathcal{P}_{3}^{3}$ such that $(f(\boldsymbol{\pi}))(k)=i$.

## D. 2 Proof of Theorem 4

For $n \in\{2,3\}$, the theorem follows directly from Lemma 1 and Theorem 3 . Let now $n \in \mathbb{N}$ with $n \geq 4$ and suppose that $f$ is an impartial $n$-ranking mechanism satisfying unanimity. We define profiles $\boldsymbol{\pi}^{0}, \ldots, \boldsymbol{\pi}^{n-1} \in \mathcal{P}_{n}^{n}$ as follows:

$$
\pi_{i}^{\ell}=\left\{\begin{array}{lllll}
\left(\begin{array}{llll}
1 & 2 & \cdots & n-1
\end{array}\right) & \text { if } i \in[n-\ell],  \tag{23}\\
(0 & 1 & \cdots & n-2 & n-1)
\end{array} \quad \text { if } i \in\{n-\ell, \ldots, n-1\}, \quad \text { for every } i, \ell \in[n] .\right.
$$

Note that, in particular, $\pi_{i}^{0}=\left(\begin{array}{lllll}1 & 2 & \cdots & n-1 & 0\end{array}\right)$ for every $i \in\left[\begin{array}{ll}n] \text { and } \pi_{i}^{n-1}=\left(\begin{array}{llll}0 & 1 & \cdots & n-\end{array}\right)\end{array}\right.$ $2 n-1)$ for every $i \in\{1,2, \ldots, n-1\}$. The following claim, which we prove by induction over $\ell \in\{1,2, \ldots, n-1\}$, allows us to reach a contradiction.
Claim 3. For every $\ell \in\{1,2, \ldots, n-1\}$ and every $i \in\{1, \ldots, n-\ell\}$, it holds that $\left(f\left(\boldsymbol{\pi}^{\ell}\right)\right)^{-1}(i)=$ $i-1$.

Proof. We start by observing that, for every $\ell \in[n]$ and $i \in[n]$, we have that

$$
\left(\pi_{i}^{\ell}\right)^{-1}(1)<\left(\pi_{i}^{\ell}\right)^{-1}(2)<\cdots<\left(\pi_{i}^{\ell}\right)^{-1}(n-1),
$$

so unanimity of $f$ implies

$$
\begin{equation*}
\left(f\left(\boldsymbol{\pi}^{\ell}\right)\right)^{-1}(1)<\left(f\left(\boldsymbol{\pi}^{\ell}\right)\right)^{-1}(2)<\cdots<\left(f\left(\boldsymbol{\pi}^{\ell}\right)\right)^{-1}(n-1) \quad \text { for every } \ell \in[n] . \tag{24}
\end{equation*}
$$

We prove the claim by induction over $\ell$. For the base case $\ell=1$, we observe that

$$
\left(f\left(\boldsymbol{\pi}^{1}\right)\right)^{-1}(n-1)=\left(f\left(\pi_{n-1}^{1}, \boldsymbol{\pi}_{-(n-1)}^{0}\right)\right)^{-1}(n-1)=\left(f\left(\boldsymbol{\pi}^{0}\right)\right)^{-1}(n-1)=n-2,
$$

where the first equality follows from the definition of the profiles in (23), the second one from impartiality, and the last one from the fact that $f\left(\boldsymbol{\pi}^{0}\right)=\left(\begin{array}{llll}1 & 2 & \cdots & n-1\end{array}\right)$ by unanimity (recall that unanimity implies weak unanimity by Lemma 1). Together with (24), this implies that $\left(f\left(\boldsymbol{\pi}^{1}\right)\right)^{-1}(i)=i-1$ for every $i \in\{1,2, \ldots, n-1\}$.

We now fix $\ell \in\{1,2, \ldots, n-2\}$ and assume that for every $i \in\{1, \ldots, n-\ell\}$ it holds that $\left(f\left(\boldsymbol{\pi}^{\ell}\right)\right)^{-1}(i)=i-1$. Then, we obtain

$$
\begin{align*}
\left(f\left(\boldsymbol{\pi}^{\ell+1}\right)\right)^{-1}(n-(\ell+1)) & =\left(f\left(\pi_{n-(\ell+1)}^{\ell+1}, \boldsymbol{\pi}_{-(n-(\ell+1))}^{\ell}\right)\right)^{-1}(n-(\ell+1)) \\
& =\left(f\left(\boldsymbol{\pi}^{\ell}\right)\right)^{-1}(n-(\ell+1)) \\
& =n-(\ell+1)-1 . \tag{25}
\end{align*}
$$

Indeed, the first equality follows from the definition of the profiles in (23), the second one from impartiality, and the last one from the inductive hypothesis. Together with (24), this implies that $\left(f\left(\boldsymbol{\pi}^{\ell+1}\right)\right)^{-1}(i)=i-1$ for every $i \in\{1,2, \ldots, n-(\ell+1)\}$, concluding the inductive step and thus the proof of the claim.

Claim 3 implies, in particular, that $\left(f\left(\boldsymbol{\pi}^{n-1}\right)\right)^{-1}(1)=0$, and thus $\left(f\left(\boldsymbol{\pi}^{n-1}\right)\right)^{-1}(0) \neq 0$. Defining $\tilde{\pi}=\left(\begin{array}{llll}0 & 1 & \cdots & n-2 \\ n-1\end{array}\right)$, we have by impartiality that

$$
\left(f\left(\tilde{\pi}, \boldsymbol{\pi}_{-0}^{n-1}\right)\right)^{-1}(0)=\left(f\left(\boldsymbol{\pi}^{n-1}\right)\right)^{-1}(0) \neq 0
$$

However, unanimity implies that $f\left(\tilde{\pi}, \pi_{-0}^{n-1}\right)=\left(\begin{array}{lllll}0 & 1 & \cdots & n-2 & n-1\end{array}\right)$, so in particular $\left(f\left(\tilde{\pi}, \boldsymbol{\pi}_{-0}^{n-1}\right)\right)^{-1}(0)=0$, a contradiction. We conclude that impartiality and unanimity are not compatible. This proof is illustrated in Figure 8 for the case of $n=4$.

## Agent

| 0 | $\left(\begin{array}{llll}1 & 2 & 3 & 0\end{array}\right)$ | $\left(\begin{array}{llll}1 & 2 & 3 & 0\end{array}\right)$ | $\left(\begin{array}{llll}1 & 2 & 3 & 0\end{array}\right)$ | $\left(\begin{array}{llll}1 & 2 & 3 & 0\end{array}\right)$ | $\left(\begin{array}{llll}0 & 1 & 2 & 3\end{array}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | (1 $\left.\begin{array}{l}1 \\ 2\end{array} 30000\right)$ | $\left(\begin{array}{llll}1 & 2 & 3 & 0\end{array}\right)$ | $\left(\begin{array}{llll}1 & 2 & 3 & 0\end{array}\right)$ | $\left(\begin{array}{llll}0 & 1 & 2 & 3\end{array}\right)$ | $\left(\begin{array}{llll}0 & 1 & 2 & 3\end{array}\right)$ |
| 2 | $\left(\begin{array}{llll}1 & 2 & 3 & 0\end{array}\right)$ | $\left(\begin{array}{llll}1 & 2 & 3 & 0\end{array}\right)$ | $\left(\begin{array}{llll}0 & 1 & 2 & 3\end{array}\right)$ | $\left(\begin{array}{llll}0 & 1 & 2 & 3\end{array}\right)$ | $\left(\begin{array}{llll}0 & 1 & 2 & 3\end{array}\right)$ |
| 3 | $\left(\begin{array}{llll}1 & 2 & 3 & 0\end{array}\right)$ | $\left(\begin{array}{llll}0 & 1 & 2 & 3\end{array}\right)$ | $\left(\begin{array}{llll}0 & 1 & 2 & 3\end{array}\right)$ | $\left(\begin{array}{llll}0 & 1 & 2 & 3\end{array}\right)$ | $\left(\begin{array}{llll}0 & 1 & 2 & 3\end{array}\right)$ |
|  | $\left(\begin{array}{llll}1 & 2 & 3 & 0\end{array}\right)$ | (123-) | (12--) | (1---) |  |

Figure 8: Illustration of the proof of Theorem 4 for $n=4$. For each ranking profile, represented by enumerating the individual rankings cast by each agent, the constraints on the output ranking that impartiality (with respect to the previous profile) and unanimity impose are stated below the profile; dashes represent that any unassigned agent may be assigned to the corresponding position. For the right-most profile, impartiality implies that agent 0 cannot be in position 0 , while unanimity implies that it must.
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[^0]:    *Institut für Mathematik, Technische Universität Berlin, Germany
    ${ }^{\dagger}$ School of Mathematical Sciences, Queen Mary University of London, UK
    ${ }^{\ddagger}$ Institut für Mathematik, Technische Universität Berlin, Germany

[^1]:    ${ }^{1}$ Arrow initially proved that monotonicity, non-imposition, non-dictatorship, and independence of irrelevant alternatives are incompatible. However, monotonicity, non-imposition, and independence of irrelevant alternatives together imply unanimity, so this is a weaker version of the result commonly known as Arrow's impossibility.

[^2]:    ${ }^{2}$ This notation is somewhat non-standard. We use it, and index $n$-dimensional vectors by numbers in $[n]$, for convenience of notation involving modular arithmetic. For $r \in \mathbb{N}$ and $a, b \in \mathbb{R}$, we also denote $a+{ }_{r} b=a+b(\bmod r)$ and $a-_{r} b=a-b(\bmod r)$, respectively.
    ${ }^{3}$ Arrow uses a notion of monotonicity that binds also when an agent moves up in multiple input rankings at the same time. It is easy to see that the two notions are equivalent.

