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Abstract

The normal curve has been used to fit the rate of both world and

U.S.A. oil production. In this paper we give the first theoretical basis

for these curve fittings. It is well known that oil field sizes can be

modelled by independent samples from a lognormal distribution. We

show that when field sizes are lognormally distributed, and the starting

time of the production of a field is approximately a linear function of

the logarithm of its size, and production of a field occurs within a

small enough time interval, then the resulting total rate of production

is close to being a normal curve.
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1 Introduction

The rate of oil production in the United States of America was fitted using

the logistic curve by Hubbert [8] in 1956. He gave a range of estimated dates

for the peak of the rate of oil production from 1965 to 1970, which included

the actual peak which occurred around 1970. According to Deffeyes [5],

the normal curve gives an even better fit. World oil production is fitted in

Deffeyes [5], as well. Hubbert’s method of fitting using logistic curves, called

the Hubbert linearization method, is described in detail in Deffeyes [5]. Not

all curves describing the rate of oil production are bell-shaped, as is the case

with logistic and normal curves; see Brandt [3]. Even so, the facts that the

logistic curve is the solution of the logistic differential equation and that the

normal curve arises from the central limit theorem are tantalising indications

that some mathematical justification for curve fitting by bell-shaped curves

should exist.

The total rate of production of an area is the sum of the rate of production

of its constituent fields. In this paper we give conditions under which the

total rate of production follows an approximately normal-shaped curve. This

supplies the first theoretical framework justifying the curve-fitting of the total

rate of production by a normal curve. (It happens not to involve the central

limit theorem.)

This paper proposes a rationale behind fittings of the total rate of pro-

duction by normal curves. There are two basic assumptions in this paper.
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The first assumption is that the time period that individual fields are in

production should be small compared with the width (which remains to be

defined) of the total rate of production. The second assumption is that the

starting time of production of a field should depend roughly on its size.

Given a particular oil field, its field size is the total amount of oil it

produces. It is well known that field sizes can be modelled by independent

samples from either lognormal or Pareto distributions. The lognormal distri-

bution seems to be better for modeling the discovery process and the Pareto

distribution is better for modeling the sizes of all fields in an area; see Bar-

ton and Scholz [1]. Under the assumption that field sizes are lognormally

distributed, we show that it suffices for the starting time of the production

of a field to be approximately a linear function of the logarithm of its size,

and for production to occur within a small enough time interval, for the total

rate of production to be close to being a normal curve.

The curves representing the total rate of production generated by our

model are not exactly normal, but are close to being normal in a way that

can be quantified. In order to quantify how close to normal are our total rate

of production curves, we use the Kolmogorov-Smirnov distance between our

total rate of production curves and their associated normal curves. Actually,

we compare each of them with a limiting rate of production curve. The

smaller is the Kolmogorov-Smirnov distance, the closer the limiting rate of

production curve is to being normal. This seems to be the first use of a

probability metric in studying oil production.
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Not much theoretical work has been done on oil production models and no

work has been done on models producing bell-shaped curves. Michel [11] used

a model in which the shapes of field rate of production curves are constant

and rescaled according to the size of the field. He optimised his model to fit

North Sea oil production. Stark [12] analyzed explicitly a variant of Michel’s

model which was first presented in Bentley [2]. Bentley’s model does not

give realistic total rate of production curves, since they are concave over an

initial segment and then convex over the remaining real number line. These

models seem to result in total rate of production curves which are roughly

Gamma shaped. In this paper the shapes of field rate of production curves

are random and the total rate of production curves are close to being normal.

We state our main results in Section 2. Proofs for a simplified model

in which fields are produced instantaneously at a time determined by the

field size is described in Section 3. In Section 4 we prove a proposition

ensuring the existence of a limiting rate of production curve. In Section 5 we

prove our results for lognormally distributed field sizes and approximately

normal-shaped limiting rate of production curves. In Section 6 we make

some remarks about Pareto distributed field sizes and approximately logistic-

shaped limiting rate of production curves. In Section 7 we discuss our results

and their implications for the study of oil production.
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2 The main results

We suppose that field sizes Xi, i = 1, 2, . . . , n, are independent and identi-

cally distributed. Let Gn(t) denote the amount of oil produced by these n

fields before time t and define Sn =
∑n

i=1 Xi to be the total amount of oil

produced. Note that Sn = limt→∞G(t). We can turn Gn(t) into a cumulative

distribution function by dividing by Sn:

Fn(t) =
Gn(t)

Sn

(1)

The natural interpretation of Fn(t) as a c.d.f. is that it is the probability that

an infinitesimal piece of oil, chosen randomly from all of the oil produced from

n fields, is produced before time t.

One of our basic assumptions is that the time period that individual fields

are in production should be small compared with the width of the total rate

of production. Taking that assumption to its extreme results in a model in

which the oil from individual fields is produced instantaneously. The times

of production are assumed to be deterministically determined by the field

sizes.

In the instantaneous production model, we suppose that the oil from field

i is produced instantaneously at a deterministic time φ(Xi), where φ : R → R

is a continuous, monotonically decreasing function (because we expect that
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the largest fields are discovered and produced first). We therefore have

Gn(t) =
n∑

i=1

XiI[Xi > φ−1(t)],

where

I[Xi > φ−1(t)] =

 1 if Xi > φ−1(t);

0 if Xi ≤ φ−1(t).

To quantify how close Fn(t) is to being normal, we introduce the

Kolmogorov-Smirnov metric on cumulative distribution functions. Given two

cumulative distribution functions F and F̃ , the Kolmogorov-Smirnov dis-

tance between them is defined to be

d(F, F̃ ) = sup
t∈R

∣∣∣F (t)− F̃ (t)
∣∣∣ .

Kolmogorov-Smirnov distance is used in the Glivenko-Cantelli theorem and

in studying the Kolmogorov-Smirnov statistic; see Durrett [6].

Let X be a random variable with the same distribution as the Xi.

Lemma 1 Suppose that X ≥ 0 and 0 < E(X) < ∞. Let

F (t) =
E (XI[X > φ−1(t)])

E(X)
. (2)

Then,

lim
n→∞

d(Fn, F ) = 0 a.s.
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It can be checked that for any continuous c.d.f. F (t) and continuous

random variable X, the function φ(x) defined by

φ(x) = F−1

(
E(XI[X > x])

E(X)

)
(3)

satisfies (2).

A lognormally distributed random variable X ∼ Lognormal(µ, σ2) has

the property that

log X ∼ N(µ, σ2) (4)

is normally distributed. A curve H(t) is the c.d.f. of the N(m, s2) distribution

if

H(t) =

∫ t

−∞

1√
2πs

exp

(
−(x−m)2

2s2

)
dx

= Φ((t−m)/s),

where Φ(t) =
∫ t

−∞
1√
2π

e−x2/2 dx. When X is lognormally distributed, we have

the following result.

Proposition 1 If X ∼ Lognormal(µ, σ2) and φ(x) = −α log x + β, α > 0,

β ∈ R, then F (t) defined by (2) is given by F (t) = Φ((t+αµ+ασ2−β)/ασ).

Thus, F (t) is the c.d.f. of a N(β−αµ−ασ2, α2σ2) distributed random variable.

Remark It can be shown from (3) that functions φ(x) of the form in

Proposition 1 are the only φ(x) for which F (t) is the c.d.f. of a normally

distributed random variable.
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For the instantaneous production model, the derivative F ′
n(t) does not

exist at all time points and we do not have a total rate of production. We

now introduce a general model for which a total rate of production exists

and is guaranteed to have a limit. Let g(t,Xi, Yi) ≥ 0 be a random function

depending on Xi and as well as other i.i.d. random elements Yi which repre-

sent auxiliary randomness. We write X̂i for (Xi, Yi). The function gi(t, X̂i)

represents the instantaneous rate of production of field i, so that we require

∫ ∞

−∞
g(t, X̂i) dt = Xi. (5)

We now have

Gn(t) =
n∑

i=1

∫ t

−∞
g(u, X̂i) du. (6)

We know that Fn(t) given by (1) and (6) is a c.d.f. because of (1), (5) and

(6). It follows from the strong law of large numbers and Fubini’s theorem

that for fixed t ∈ R, limn→∞ Fn(t) = F (t) a.s., where

F (t) =
1

E(X)

∫ t

−∞
E(g(u, X̂)) du,

We define fn(t) by

fn(t) =
1

Sn

n∑
i=1

g(t, X̂i), (7)

which is the rate of production of the first n fields rescaled according to (1).
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We define f(t) by

f(t) =
E(g(t, X̂))

E(X)
, (8)

so that fn(t) and f(t) satisfy

Fn(t) =

∫ t

−∞
fn(u) du (9)

and

F (t) =

∫ t

−∞
f(u) du, (10)

respectively. The next proposition shows that under certain conditions, with

high probability f(t) is the limiting rate of production curve of fn(t) as

n →∞.

Proposition 2 Suppose that 0 < E(X), that E(X2) < ∞, that E(g(t, X̂)2) <

∞ for all t ∈ R, that E(g(t, X̂)) is bounded over compact intervals, and that

for some function K = K(X̂) > 0 such that E(K) < ∞, we have

P
(∣∣∣g(t, X̂)− g(s, X̂)

∣∣∣ ≤ K|t− s| ∀s, t ∈ R
)

= 1. (11)

Then, for any t < t, we have

sup
t≤t≤t

|fn(t)− f(t)| P→ 0 as n →∞. (12)

Remark Condition (11) says that g(t, X̂) is almost surely Lipschitz with

constant K(X̂).
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Recall that the support of a function f : R → R is defined by support(f) =

{t : f(t) 6= 0}. In the next theorem, our main result, we let

X ∼ Lognormal(µ, σ2), so that the conditions on E(X) and E(X2) in Propo-

sition 2 are automatically satisfied, and use the function φ(x) and the normal

curve appearing in Proposition 1. We impose condition (13) below on the

random subset of R defined by support(g(·, X̂)), which condition implies con-

centrated production, as opposed to instantaneous production. We therefore

call the model in Theorem 1 the concentrated production model.

Theorem 1 Suppose that X ∼ Lognormal(µ, σ2), that E(g(t, X̂)2) < ∞

for all t, that E(g(t, X̂)) is bounded on compact intervals, and that (11) is

satisfied, so that by Proposition 2 a limiting rate curve f(t), defined by (8),

exists in the sense of (12). Let φ(x) = −α log x + β, α > 0, β ∈ R, and

suppose that for some λ > 0,

P(support(g(·, X̂)) ⊆ [φ(X)− λ, φ(X) + λ]) = 1. (13)

If H(t) is defined by

H(t) = Φ((t + αµ + ασ2 − β)/ασ),

then,

lim sup
n→∞

d(Fn, H) ≤ λ√
2πασ

a.s.

Remark Condition (13) says that all the oil produced from field i is
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produced within production window λ of φ(Xi). Therefore, λ is a measure of

the weakness of the condition. The width of the limiting rate of production

is roughly ασ, as is evidenced by Proposition 1. Thus, Theorem 1 says that if

the production window λ is small compared to the width of the limiting rate

of production, then the limiting rate of production is close to being normal.

It follows that λ can be large and d(Fn, H) still become small as n →∞.

Remark Under condition (13) it is natural to assume that g(t, X̂) =

O(X) for all t, and that K(X̂) = O(X), which assumptions together with

E(X2) < ∞ automatically gives E(g(t, X̂))2) < ∞ and E(K) < ∞.

3 Instantaneous production

In this section we prove Lemma 1 and Proposition 1.

Proof of Lemma 1 For each fixed t ∈ R, by the strong law of large

numbers, we have

lim
n→∞

1

n

n∑
i=1

Xi = E(X) a.s.

and

lim
n→∞

1

n

n∑
i=1

XiI[Xi > φ−1(t)] = E(XI[X > φ−1(t)]) a.s.

It follows that

lim
n→∞

Fn(t) = F (t) a.s.

By our assumptions, we know that φ−1(t) is continuous. It follows from

our assumption E(X) < ∞ and dominated convergence that the function
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E(XI[X > x]) is a continuous function of x. Therefore, E(XI[X > φ−1(t)])

and hence F (t) are continuous functions of t. The remaining part of the

proof is exactly like part of the proof of the Glivenko-Cantelli theorem in

Durrett [6].

Proof of Proposition 1 The expected size of a single field is E(X) =

eµ+σ2/2. Moreover, as X = eµ+σZ where Z ∼ N(0, 1), we have

E
(
XI[X > φ−1(t)]

)
=

∫ ∞

−∞

1√
2π

e−y2/2eµ+σyI[−α(µ + σy) + β ≤ t] dy

=

∫ ∞

(β−t−αµ)/ασ

eµ 1√
2π

e−y2/2+σy dy

= eµ+σ2/2

∫ ∞

(β−t−αµ)/ασ−σ

1√
2π

e−z2/2 dz

= E(X)(Φ((t + αµ− β + ασ2)/ασ). (14)

Using (14) in (2) completes the proof.

4 The limiting rate of production

In this section we prove Proposition 2.

Proof of Proposition 2

Fix ε > 0 and choose t = t0 < t1 < · · · < tL = t such that

max
1≤j≤L

(tj − tj−1) <
ε

3E(K)
.

By the L2 weak law of large numbers, we may choose N = N(ε) > 0 large
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enough so that

E

(∣∣∣∣∣ 1n
n∑

i=1

g(tj, X̂i)− E(g(tj, X̂))

∣∣∣∣∣
)

<
ε

3L
, (15)

for all 1 ≤ j ≤ L and n > N .

Now, let A1,A2, . . . ,AL partition [t, t] in such a way that t ∈ Aj ⇒

|t− tj| < ε/3E(K) for all 1 ≤ j ≤ L. Observe that

∣∣∣∣∣ 1n
n∑

i=1

g(t, X̂i)−
1

n

n∑
i=1

g(s, X̂i)

∣∣∣∣∣ ≤ 1

n

n∑
i=1

∣∣∣g(t, X̂i)− g(s, X̂i)
∣∣∣

≤ |t− s|
n

n∑
i=1

K(X̂i), (16)

and that

∣∣∣E(g(t, X̂i))− E(g(s, X̂i))
∣∣∣ ≤ E

(∣∣∣g(t, X̂i)− g(s, X̂i)
∣∣∣)

≤ E
(
K(X̂i)|t− s|

)
= E(K)|t− s|. (17)
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For each 1 ≤ j ≤ L and t ∈ Aj, we estimate

∣∣∣∣∣ 1n
n∑

i=1

g(t, X̂i)− E(g(t, X̂))

∣∣∣∣∣ ≤

∣∣∣∣∣ 1n
n∑

i=1

g(t, X̂i)−
1

n

n∑
i=1

g(tj, X̂i)

∣∣∣∣∣
+

∣∣∣∣∣ 1n
n∑

i=1

g(tj, X̂i)− E(g(tj, X̂))

∣∣∣∣∣
+
∣∣∣E(g(tj, X̂))− E(g(t, X̂))

∣∣∣
≤

∣∣∣∣∣ 1n
n∑

i=1

g(tj, X̂i)− E(g(tj, X̂))

∣∣∣∣∣
+

ε

3E(K)n

n∑
i=1

K(X̂i) +
ε

3
,

by (16) and (17). Therefore, we obtain

sup
t≤t≤t

∣∣∣∣∣ 1n
n∑

i=1

g(t, X̂i)− E(g(t,X̂))

∣∣∣∣∣
= max

1≤j≤L

{
sup
t∈Aj

∣∣∣∣∣ 1n
n∑

i=1

g(t, X̂i)− E(g(t, X̂))

∣∣∣∣∣
}

≤ max
1≤j≤L

{∣∣∣∣∣ 1n
n∑

i=1

g(tj, X̂i)− E(g(tj, X̂))

∣∣∣∣∣
}

= +
ε

3E(K)n

n∑
i=1

K(X̂i) +
ε

3
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and

E

(
sup
t≤t≤t

∣∣∣∣∣ 1n
n∑

i=1

g(t, X̂i)−E(g(t, X̂))

∣∣∣∣∣
)

≤
L∑

j=1

E

(∣∣∣∣∣ 1n
n∑

i=1

g(tj, X̂i)− E(g(tj, X̂))

∣∣∣∣∣
)

+
2ε

3

≤ ε,

for n > N , where we have used (15) in the last step. As ε > 0 is arbitrary,

we infer that

lim
n→∞

E

(
sup
t≤t≤t

∣∣∣∣∣ 1n
n∑

i=1

g(t, X̂i)− E(g(t, X̂))

∣∣∣∣∣
)

= 0

and hence

sup
t≤t≤t

∣∣∣∣∣ 1n
n∑

i=1

g(t, X̂i)− E(g(t, X̂))

∣∣∣∣∣ P→ 0. (18)

Finally, we observe from (7) and (8) that

sup
t≤t≤t

|fn(t)− f(t)| = sup
t≤t≤t

∣∣∣∣∣ 1

Sn

n∑
i=1

g(t, X̂i)−
E(g(t, X̂))

E(X)

∣∣∣∣∣
≤ n

Sn

sup
t≤t≤t

∣∣∣∣∣ 1n
n∑

i=1

g(t, X̂i)− E(g(t, X̂))

∣∣∣∣∣
+ sup

t≤t≤t

E(g(t, X̂))

∣∣∣∣ n

Sn

− 1

E(X)

∣∣∣∣
P→ 0,

where we have used (18), the assumption that E(g(t, X̂)) is bounded on
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compact intervals and the L2 weak law of large numbers, implying

n

Sn

P→ 1

E(X)
,

for the last step.

5 Concentrated production

In this section we prove Theorem 1.

Proof of Theorem 1

Because Kolmogorov-Smirnov distance is a metric, we have

d(Fn, H) ≤ d(Fn, F ) + d(F, H).

It follows from (8), (10) and the assumption that E(g(t, X̂)) is bounded

on compact intervals that F (t) is continuous. Hence, as in the proof of

Proposition 1, we know that

lim
n→∞

d(Fn, F ) = 0 a.s. (19)

It remains to be shown that

d(F, H) ≤ λ√
2πασ

.
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By (5), (7), (9) and (13), we have

Fn(t) =
1

Sn

n∑
i=1

∫ t

−∞
g(u, X̂i) du

≥ 1

Sn

n∑
i=1

I
[
Xi > φ−1(t− λ)

] ∫ t

−∞
g(u, X̂i) du

=
1

Sn

n∑
i=1

I
[
Xi > φ−1(t− λ)

]
Xi. (20)

Together with (19) and the strong law of large numbers, (20) implies

F (t) ≥ E (XI[X > φ−1(t− λ)])

E(X)
.

Now, by a calculation similar to one in the proof of Proposition 1,

E

(
XI[X >φ−1(t− λ)]

)

=

∫ ∞

−∞

1√
2π

e−y2/2eµ+σyI[−α(µ + σy) + β ≤ t− λ] dy

= E(X)Φ((t− λ + αµ− β + ασ2)/ασ)

= E(X)
(
Φ((t + αµ− β + ασ2)/ασ) + ∆1

)
= E(X) (H(t) + ∆1) ,

where

|∆1| ≤
λ√

2πασ

uniformly for all t.
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We also have

Fn(t) =
1

Sn

n∑
i=1

I
[
Xi > φ−1(t + λ)

] ∫ t

−∞
g(u, X̂i) du

≤ 1

Sn

n∑
i=1

I
[
Xi > φ−1(t + λ)

]
Xi, (21)

which results in

F (t) ≤ E (XI[X > φ−1(t + λ)])

E(X)
.

Therefore,

E

(
XI[X >φ−1(t + λ)]

)

=

∫ ∞

−∞

1√
2π

e−y2/2eµ+σyI[−α(µ + σy) + β ≤ t + λ] dy

= E(X)Φ((t + λ + αµ− β + ασ2)/ασ)

= E(X)
(
Φ((t + αµ− β + ασ2)/ασ) + ∆2

)
= E(X) (H(t) + ∆2)

where

|∆2| ≤
λ√

2πασ

uniformly for all t.

The previous considerations show that

∆1 ≤ F (t)−H(t) ≤ ∆2,
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completing the proof.

6 Pareto distributed field sizes

In this section we make some remarks about Pareto distributed field sizes

and approximately logistic-shaped total rate of production curves.

A Pareto distributed random variable X ∼ Pareto(k, a) with parameters

k > 0, a > 0, is defined to have probability density function

fX(x) =


a
k

(
x
k

)−a−1
if x > k;

0 if x ≤ k.

Mandelbrot [10] plotted cumulative Paretian graphs for oil fields with a be-

tween 1.5 and 2.

A logistically distributed random variable Y ∼ Logistic(µ, s) is defined

to have probability density function

fY (y) =
e−(y−µ)/s

s(1 + e−(y−µ)/s)2
. (22)

If X ∼ Pareto(k, 1), then it is easily shown that

log(X − k) ∼ Logistic(log k, 1),

which is quite similar to (4).

It can be checked that when X ∼ Pareto(k, a), a > 1, and F (t) =
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∫ t

−∞ fY (y) dy with fY (y) given by (22), that (3) produces

φ(x) = µ− s log
(
(x/k)a−1 − 1

)
,

which is close to being linear in log x. Recall that φ(x) is exactly linear in

log x in Proposition 1.

We cannot generally apply Proposition 2 to Pareto distributed Xi because

the Pareto distribution does not always have a second moment unless a > 2.

We are not sure whether the second moment condition of Proposition 2 can

be weakened.

Another approach that could be taken would be to consider the trun-

cated Pareto distribution, which has been found by Goldberg [7] to fit the

size distribution of oil fields. An upper truncated Pareto distribution with

parameters 0 < k < v and a > 0 is defined to have probability density

function

fX(x) =


aka

xa+1 [1− (v/k)−a]
−1

if k < x < v;

0 if x ≤ k or x > v.

As it has all moments, Proposition 2 could be applied to it directly. We

decline to do that here.

21



7 Discussion

We have analyzed in Theorem 1 the concentrated production model of oil

production with approximately normal limiting rate curves. There are several

comments which can be made about this model.

1. The model could be taken as applying only to fields below a certain

threshold size. For example, the largest field in the U.S.A. is Prudhoe

Bay, which started production later than one would expect from its size

as a consequence of its location in the arctic. Prudhoe Bay skews the

total rate of production curve of the U.S.A. to the right; see Figure 3

of Laherrere [9], though not enough to move the peak total rate of

production away from 1970. On the other hand, if a few smaller fields

were produced earlier than one would expect from their sizes, they

would not skew the total rate of production curve by much.

2. Condition (13) probably does not need to hold precisely for the approx-

imation of Theorem 1 to hold. What is intuitively important is that

with high probability g(t,X) is small when t is far from φ(X).

3. It would be most interesting to have empirical evidence as to whether

this model describes actual oil production in some area or areas. This

should hold when the production of fields of size x is centred about

φ(x) = −α log x + β for some constants α > 0, β ∈ R. If such evidence

exists, then it would be desirable to find some explanation for the
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appearance of the function φ(x).

4. The total rate of production curve is approximately normal for U.S.A.

and world oil production. For many other areas, such as the North Sea,

it is not; see Michel [11]. This could be because the larger areas have

a wider range of field sizes and because their total rate of production

curves have greater width compared to the time intervals individual

fields are in production.

5. The function φ(x) = −α log x + β, α > 0, β ∈ R, implies that the

smallest fields will be produced indefinitely far into the future; any

reasonable model producing a bell shaped curve would have this fea-

ture. This is probably an unrealistic assumption. Could this be part

of the reason that the current rate of oil production in the U.S.A. is

higher than was predicted by Hubbert (see Figure 3 of Laherrere [9])?

Another reason could be delayed production from large fields such as

Prudhoe Bay.

6. We have investigated lognormally distributed field sizes together with

normal total production curves for the reason that the analysis seemed

natural and elegant. Other combinations of field size distributions and

classes of total production curves could also be studied, for example

the ones in Section 6.
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