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n× n Jacobi matrices:

An =


q1 b1

a1 q2 b2
. . . . . . . . .

an−2 qn−1 bn−1

an−1 qn


Eigv.eq.: bkψk+1+qkψk+ak−1ψk−1=zψk,

ψ0 = 0, ψn+1 = 0 (bound.conds.)

’Circulant’ Jacobi matrices:

Jn =


q1 b1 a0

a1 q2 b2
. . . . . . . . .

an−2 qn−1 bn−1

bn an−1 qn


Eigv.eq.: bkψk+1+qkψk+ak−1ψk−1=zψk,

ψ0 = ψn, ψ1 = ψn+1 (bound.conds.)

Non-Hermitian Jacobi matrices - motivation.

Two kinds of random Jacobi matrices:

(1) positive ak and bk, and real qk

(2) the sign (phase if complex) of ak and bk is chosen
randomly.
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Eigenvalue counting measure

If An is an n×n matrix with eigenvalues z1, . . . , zn then

µn =
1

n

n∑
j=1

δzj

is the eigenvalue counting measure for An,∫
K

dµn =
#{eigvs. of An in K}

n

Given a sequence {An}n of matrices of increasing di-
mension n, does µn converge when n→∞?∫

C
f(z)dµn →

∫
C
fdµ?

Describe the limiting measure µ?

Tools:

· moments:
∫
zkdµn = 1

n

∑
j z

k
j = 1

n
trAkn

· resolvents: gn(u)=
∫
dµn(z)
z−u = 1

n

∑
j

1
zj−u=

1
n
tr(An−uIn)−1

gn(u) is the Stieltjes (Cauchy) transform of µn. Stieltjes-Perron

inversion formula!

· determinants:

pn(u)=
∫

ln |z−u|dµn= 1
n

∑
j

ln |zj−u|= 1
n
ln |det(An−uIn)|

gn(u) is the log-potential of µn,
1
2π

∆pn = µn as distributions (Pois-

son’s equation)

3



If ∆ is the distributional Laplacian in Re z and Im z
then

1

2π
∆ln |z − a| = δa

as distributions (Gauss-Green), hence

µn =
1

2πn

∑
j

∆ln |z − zj| =
1

2π
∆pn

where pn(z) = 1
n
ln |det(zIn−An)| = ln |det(zIn−An)|1/n.

Thm.1 (Widom 1993, Goldshed-K. 2003). Suppose:

(i) pn(z) → p(z) as n→∞, a.e. in C
(ii) Mn :=

∏
|zj|≥1

|zj| ≤ enC for all n large.

Then p is loc. integrable, µ := 1
2π

∆p is a unit mass
measure and µn converges weakly to µ as n→∞. Also∫

|z|≥1
ln |z|dµ ≤ C.

Note: (Weyl’s inequalities)

M2
n =

∏
|zj|≥1

|zj|2 ≤
κ∏

j=1

s2j ≤
n∏

j=1

(s2j + 1)=det(AnA
∗
n + In).
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Type II Jacobi matrices (no corner entries and aj, qj
and bj are random complex numbers).

Let fk be the solution of the eq.

bkfk+1 + qkfk + ak−1fk−1 = zfk, k = 1,2, . . .

with the initial data f0 = 0 and f1 = 1.

fn+1 is a polyn. in z of deg. n and fn+1(zj) = 0 all j.
Hence

fn+1(z) = κn

n∏
j=1

(z − zj) = κn det(zIn −An),

κn =
∏n
j=1 1/bj.

Lyapunov exponent:

γ(z) = lim
n→∞

1

2n
ln[|fn+1(z)|2 + |fn(z)|2]

γ(z) is non-random and the limit exists with prob. one.

Assume (aj, qj, bj) is a sequence of i.i.d. vectors in C3

such that E(|aj|±δ), E(|bj|±δ) and E(|qj|δ) are all finite
for some δ > 0.

Thm.2 With the above assumptions:

(a) With prob. one, µn ⇒ µ = 1
2π

∆γ as n→∞.

(b) (Thouless Formula)

γ(z)=

∫
C
ln |z − w|dµ(w)−E(ln |b1|)

(c) µ is log-Hölder continuous.
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Type I Jacobi matrices (circulant)

Jn(t) =


q1 t t−1

t−1 q2 t
. . . . . . . . .

t−1 qn−1 t

t t−1 qn


where qk are real and t ≥ 1. This is as before but now
ak = t−1, bk = t for all k. (Lose nothing of interest.)

Two observations:

(A) Jn(t) = DHn(tn)D−1, with D = diag(1, t, . . . , tn)
and

Hn(t
n) =


q1 1 t−n

1 q2 1
.. . . . . . . .

1 qn−1 1
tn 1 qn


Note: now asymmetry is due to the b.c. only, have
finite rank perturbation of a symmetric matrix.

(B) For any t 6= 0:

det[zIn −Hn(t
n)] = det[zIn −Hn(i)]− (tn + t−n).

⇓

∴ the eigenvalues of Jn(t) are determined by

det[zIn −Hn(i)] = tn + t−n.

Note: Hn(i) is Hermitian.
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Log-potential of the eigenvalue distr. of Jn(t):

pn(z)=
1

n
ln |det[z − Jn(t)]|=

1

n
ln |det[z −Hn(t

n)]|.

Recall the determinantal relation:

det[zIn −Hn(t
n)] = det[zIn −Hn(i)]− (tn + t−n).

Note: tn + t−n=en ln t+o(n) and |det[zIn−Hn(i)]|=enun(z)

where

un(z) =
1

n

∑
j

ln |z − λj| =
∫

R
ln |z − λ|dNn(λ).

Here Nn(λ) is the eigenvalue counting measure for the
Hermitian matrix Hn(i).

Assume qk are independent identically distributed ran-
dom variables such that E(ln(1 + |qk|) is finite. Then
with probability one dNn(λ) converges to non-random
dN(λ) and, for every non-real z,

un(z) → u(z) =

∫
R
ln |z − λ|dN(λ).

Hence for any non-real z

|det[zIn −Hn(i)]| = enu(z)+o(n), Im z 6= 0

and

pn(z) → p(z) =

{
u(z) if u(z) > log t
log t if u(z) < log t

By the way of Thm. 1,

Thm.3 If µn is the eigenvalue counting measure for
the random circulant Jacobi matrix Jn(t) then with
probability one µn converges weakly to dµ = 1

2π
∆p in

the limit n→∞.
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Eigenvalue curves

Limiting eigenvalue distribution µ is supported by

curve L = {z ∈ C : u(z) = ln t}
intervals I = {λ∈supp dN⊆R : u(λ+ i0)> ln t}.

On L: dµ = ρ(z)dl, where dl is the arc-length of L,

with density ρ(z) = 1
2π

∣∣∣∫ dN(λ)
λ−z

∣∣∣.
On I: dµ = dN , i.e. µ([a, b]) = N(b) − N(a) for any
interval [a, b] ⊂ I.

Define Λ = {x∈R :
∫
ln |x− λ|dN(λ)< ln |t|}

tc: ln tc = infx∈R
∫

ln |x− λ|dN(λ)

Note: tc > 1 (specific to random qk, Thouless +
Furstenberg), and L = ∅ if 1 ≤ t ≤ tc!

Consider t > tc. Then Λ = ∪j(αj, βj), and the curve L
consists of closed branches

y = ±yj(x) αj ≤ x ≤ βj

where yj(x) for αj < x < βj is the positive solution of∫
ln |x+ iy − λ|dN(λ) = ln |t|.
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Recall that the eigenvalues of Jn(t) are determined by

det[zIn −Hn(i)] = tn + t−n.

The polynomial Pn(z)=det[zIn−Hn(i)]=
∏

(z−λj) has
real roots (Hn(i) is Hermitian!) and we know the lim-
iting distribution of these roots (dN(λ)!)

Problem: find the distribution of roots of eq. Pn(z) =
tn + t−n for large n, where Pn(z) is a polynomial of
degree n with real zeros.

Finite-n picture

Denote gn = tn + t−n. Roots of Pn(z) = gn lie on
lemniscate

Ln : |z − λ1| · . . . · |z − λn| = |gn|
consisting of k symmetric ‘ovals’, k ≤ n.

On each ‘oval’:

Pn(z) = gn ⇔ argPn(z) = arg gn (mod 2π)

and the no. of roots is exactly the same as the no. of
λj in the interior of the ‘oval’.

Now let n→∞. How Ln evolves?

We know that dNn(λ) ⇒ dN(λ), therefore

1

n
lnPn(z) →

∫
C
ln(z − λ)dN(λ)

uniformly on compact sets off R. It follows from this
that with prob. one, part of Ln collapses onto the real
axis, the remaining part tends to the curve

ln t =

∫
C
ln |z − λ|dN(λ).
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Fix j, ε > 0, and consider the vertical strip αj + ε ≤
x ≡ Re z ≤ βj − ε.

Thm.4 With probability one, the lemniscate Ln =
{z ∈ C : |det[zIn −Hn(i)]| = tn + t−n} is represented in
this strip by two analytic arcs

y = ±yj,n(x) αj + ε ≤ x ≤ βj − ε,

provided n > n1(ε, q, t), and

lim
n→∞

yj,n(x) = yj(x)

uniformly in x ∈ [αj + ε, βj − ε].

Consider the arc Aj,n : y = yj,n(x) αj+ε ≤ x ≤ βj−ε.
Label the eigvs. of Jn(t) on Aj,n as follows

zl = xl + iyj,n(xl) where x1 < x2 < ... < xm.

Thm.5 With probability one,

n(zl+1 − zl) =
i

r(zl)
+ δn(zl, zl+1)

where r(z) = 1
2π

∫
dN(λ)
λ−z and

lim
n→∞

δn(zl, zl+1) = 0

uniformly in zl, zl+1 ∈ [αj + ε, βj − ε].
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