MAS200 ACTUARIAL STATISTICS — LECTURE 7

LECTURE 7
Facts From Probability Theory

Notation:
P(A) = Probability that the event described by A occurs.
P(A|B) = Probability that A occurs given that B has occurred (conditional probability);
ANB = AandB.
AUB = AorB.
Note:
_ P(ANB)

(b) P(AUB)=P(A)+P(B)—P(ANB), always.
(c) If Aand Bare mutually exclusive, i.e. ANB = 0, then P(AUB) = P(A) + P(B).
(d)  If A;nAy = 0 (mutually exclusive A and B) then P(A;UA2|B) = P(Aq|B) + P(A|B).

(e) IfACB,i.e. Aimplies B, then P(A|B) = %

(f) P(ANB)=P(A)P(B) if and only if the events A and B are independent.
Cumulative distribution function (c.d.f.): Fx(x) = P(X < x)

Two types of random variables:- discrete-type and continuous-type

Discrete-type X:
Fx(x) is piece-wise constant, i.e. X takes on values from a discrete set {x1,%2,...} and
Fx (%) = Sx<xP(X=%0).

Continuous-type X:

there exists a continuous function fx(x), called probability density function (p.d.f.) for X,
such that

@ POXSX=F(9= ] fxu)du

The c.d.f. Fx(x) and p.d.f. fx(x) for a continuous r.v. X are related through a“;Fx(x) =
fx (x) which holds at every x where the derivative exists.
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Note:
() PX>x = 1-F(x); [always, follows from P(X > x) +P(X < x) =1]

= Y P(X=x¢) [if X isadiscrete-type r.v.]

XSX

400
= [ fx(udu. [if X is a continuous-type r.v.]
X

()  Px<X<y) = F(y)-Fx(¥;  [always]

S P(X=x) [if Xisadiscrete-type r.v.]
X<X<y

}/ fx(u)du. [if X is a continuous-type r.v.]
In particular, for co);'ltinuous X:
P(x< X <x+A0x) = Fx(X+Ax)—Fx(X)
ES diXFx(x) x Ax,  for small Ax,
= fx(x)Ax
(j)  If X is a continuous-type random variable then

P(x1 < X <x2) =P(x1 < X < %2) =P(x1 < X < X2) = P(x1 < X < X2).

Expectation (mean value) of X:
E(X) = YxP(X=x¢), ifXisadiscrete-type random variable;
X

400
= [ ufx(u)du, if X isa continuous-type random variable.

—oo

Note: E(XX+Y)=E(X)+E(Y) and E(aX)=aE(X).

Variance of X (the mean quadratic deviation form the mean value) :
var(X) = E([X-E(X)]) = E(X?) - [E(X)??
Note: var(X +Y) = var(X) +var(Y) —cov(X,Y) and var(aX) = a?var(X),
where cov(X,Y) = E([X — E(X)][Y — E(Y)]) is the covariance of X and Y. If X and Y are independent
cov(X,Y)=0and var(X+Y) = var(X) + var(Y).
Note: ( Tchebyshev's inequality, explains the meaning of E(X) and var(X))

var(X)
g2

P(IX-E(X)|>¢) <
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Conditioning a random variable X by the event X > t.

If X is a continuous-type random variable and t belongs to the range of its values, we can define a
new random variable (X —t)|(X > t) (reads X —t given X > t) whose probability distribution is the

distribution of X —t conditioned by the event X > t, i.e.

Fix—t))(x>t)(8) £ P(X—t<gX>1)
Pt <X <t+gX>1)

This new random variable is obviously non-negative and its p.d.f. f(x_)x>t) is obtained by calculat-

ing P(s< X —t < s+As| X > t) for small Asand positive s:

fix sy (s) xAs = P(s< (X—t) <s+As| X >1) [by (i)]
_ P(s<X—-t<s+As)
= P(X—>t) [by (a) and (e)]
_ P(s+t< X< s+t+As)
P(X >1)
fx(s+1t) x As .
P(X7>t) [by ()]

hence

fx(s+1)  fx(s+t) . s
PXSD  1-Fx) ifs>0and fix (x>t () =0ifs<O0.

K fix gixsn(s) =

The conditional expectation of X —t given X > t is denoted by E(X —t|X > t) and

ds Jostx(s+)ds _ f"(u—t) fx(u)du
STURXsD . PX>t)

0 EX=tX>0= [sfix 1009
0

Convention:
We will write X ~ (distribution) to express the fact that X is a random variable with the
specified distribution.

Examples of distributions:

1. Bernoulli distribution (discrete-type): X ~ Bernoulli(p),
X takes on either 1 or 0 (success or failure); P(X=1)=p, P(X=0) =q; p+q=1,
E(X)=p, var(X) =pq

MAS200 ACTUARIAL STATISTICS — LECTURE 7

2. Binomial distribution (discrete-type): X ~ Bin(n, p),
X takes on the values 0,1,2,...n; P(X=k) = CIp*q™¥ k=0,1,...,n; p+q=1;

E(X) =np, var(X)=npq
If X1, X, ... Xy are mutually independent and X;j ~ Bernoulli(p) for all j then
Xy + X+ ... % ~ Bin(n, p).

3. Uniform distribution on [0, 1] (continuous-type): X ~ Uniform[0, 1],
X can take on any value between 0 and 1; P(@< X < b) =b—aforany0<a<b<1.
pdf: fx(x)=1ifxe[0,1]and fx(x) = 0 otherwise.
E(X)=3, var(X)=13

4. Exponential distribution (continuous-type): X ~ Exp(}),
X can take on any non-negative value;
pdf:  fx(x) = AeMif x> 0and fx (x) = 0 otherwise
cdf: Fx(x)=1—e™if x> 0and Fx(X) = 0 otherwise
E(X) =1, var(X) =%
If X ~ Exp(A) then (X —t)|(X > t) ~ Exp(A) as well:
fx(s+1)  Ae st
fx—giey(e) = 1K@ en
= AeM=1fy(9) st>0.

Also, if X ~ Exp(A) then P(X —t > )X > t) = P(X > s).




