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4.1 Sales of an industrial heater, January 1965 till December 1971

Time Series Plot of Sales

Time Series Plot of In(x)
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The data show seasonality, an increasing trend and also increasing vatmeniog ffansformed
data stabilize the variance.
The model we will be fitting is
In(X) = M+ s+ W,
where mdenotes trend; gdenotes a seasonality effect apdgnotes a random noise.
Trend Analysis Plot for In(x) Versus Order
Quadratic Trend Model (response is In(x))
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The quadratic model,

my = 4.453 + 0.03338 t - 0.0001441 t

fits the trend well. The residuals, which are in fact the detrended data, esdiait zero, but

still show the seasonality effects and noise.




Time Series Decomposition for In(x)-m

Addi ti ve Model
Time Series Decomposition Plot for In(x)-m
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The seasonal indices show that the lowest sales are, on average, in May, whijkdbiedales
are in November. The graph obviously shows no trend (detrended data). Hence, the Figs here a
in fact the seasonal effects.

Seasonal Analysis for In(x)-m
Additive Model
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The Seasonal Analysis of the detrended data shows that although May has thedasm@stlity
effect, there is a large variability in the effect as well as in’Magsidual.

The medians of the seasonality effects of April, May and June are vergrsingihce all these
three months may be comparably bad for the sales.

There is also a large variation in the effect of February as well as indfglsrresiduals.



Time Series Plot of In(x)-m-s
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The residuals of the decomposition are the detrended and deseasonalized dataprelsietit r@
realization of the random noise

yi=In(x) —m-—s.

They oscillate abut zero, there is neither a clear trend nor seasonality rewrthseome local
trends.

Autocorrelation Function: In(x)-m-s
Autocorrelation Function for In(x)-m-s
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The sample autocorrelation function suggests that there are two non-zero values #mal the
autocorrelations become non-significant. It looks like the sample ACF cutitesffey two. This
suggests an MA(2) model for the random noise y



ARIMA Model: In(x)-m-s

Final Estinmates of Paraneters

Type Coef SE Coef T
VA 1 -0.4765 0.0961 -4.96
MA 2 -0.5494 0.0960 -5.72

Modi fi ed Box-Pi erce (Ljung-Box)
Chi - Square statistic

Lag 12 24 36
Chi - Squar e 12.2 21.1 26. 6
DF 10 22 34
P- Val ue 0.275 0.517 0.813
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The numerical output, as well as the sample ACF for the noise of the fitted MA{2) suggest
a good model fit. Both model paramete¥sdnd6,) are strongly significant, the p-values of the
Ljung-Box test are large, that is none of the groups of the residuals alatedrend so the

residuals may represent a White Noise variable.

The fitted MA(2) is

Hence, the final model for the transformed sales of the industrial heatee gartten as

Vi= 2%+ 0.4765 g1 + 0.5494 g,
where zis a representation of a White Noise random variable.

In(x;) = 4.453 + 0.03338 t - 0.000141 ¢ 5 + z + 0.4765 z; + 0.5494 z,,
where sdenotes the fitted seasonal effect, such thags;».




