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the ω(i, x) are assumed to be iid centered Gaussians and Sn is simple random
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∼ (logN)/π. Write WN =WN (βN , 0).
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with λ2(β̂) = − log(1− β̂2). They also showed that√
RN

(
logWN (βN , x

√
N)− E logWN (βN , x

√
N)
)

(d)−→

√
β̂2

1− β̂2
G(x),

with G(x) a log-correlated Gaussian field on R2. With an eye toward constructing
multiplicative chaoses based on

√
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N), it is natural to consider

the q-moments rq,N = EW q
N , with q ∼

√
logN .

Lygkonis and Zygouras have recently shown that for q finite independent of
N , rq,N coincide with the exponential moments of Gaussians. In this talk, I will
describe joint work with Clement Cosco, where we prove the following.

There exists β̂0 ∈ (0, 1) and α ∈ (0, 1) such that for all β̂ < β̂0 and q2λ2 ≤
α logN , one has:
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< 1 and εN = ε(N, β̂)→ 0 as N →∞. In particular, for

all β̂ < β̂0, uniformly for q2 = o(logN),

(1) rq,N ≤ e(
q
2)λ
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With the same method, we also prove that the estimate (1) holds for all β̂ < 1
at the cost of choosing q2 = o(logN/ log logN), giving (together with the Gaussian
convergence of CSZ) an independent proof of the Lygkonis-Zygouras theorem.

I will discuss some background, the ideas of the proof, potential extensions, and
open questions.
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